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Advances in Neural Information Processing Systems (NeurIPS) 2022

Challenges
Enhance information acquisition with VAEs

• Discovery of high-value information.


• Bayesian reward function [2] as an expected gain of information:





• Approximated in [3,4] by transforming into  space:


 


• These methods are based on Gaussian approximations of the true posterior.

z
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[3] Ma et at., 2018 [4] Ma et at., 2020[2] Bernardo et at., 1979
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Challenges
Improve missing data imputation with VAEs

• Imputation under a VAE framework [3,4,5,6]:





• Also based on Gaussian approximations of the true posterior.

p(xU |xO) = Ep(z|xO)[p(xU |z)] ⇡ Eq(z|xO)[p(xU |z)]
<latexit sha1_base64="GDNdmuq5P26I50HoAyAIhfrjaoY=">AAADNHiclVJdi9NAFJ3ErzV+dddHQQaL2AUpSbt19UFYFME3V7C7C00IM9Ob7tDJhzMTaTfOH/DRH+N/EXwTX3320UkbcLPVBy+EObn3nsO9c4YWgivt+18d99LlK1evbV33bty8dftOZ3vnSOWlZDBmucjlCSUKBM9grLkWcFJIICkVcEznL+v68QeQiufZO70sIErJLOMJZ0TbVNz5XPRCmlYLE4/xR9zAN7v4OQ5Tok8prV6ZuFo3nZnzLQZPNrhnZjfCISkKmS9aAu//QyDudP2+vwq8CYIGdFETh/G28ymc5qxMIdNMEKUmgV/oqCJScybAeGGpoCBsTmYwsTAjKaioWl2ewQ9tZoqTXNov03iVPc+oSKrUMqW2s15IXazVyX/VakVl/qrWStK0/b9Yz9YeXCdPo4pnRakhY+u5k1JgnePaWDzlEpgWSwsIk9yujtkpkYRpa78XTiGxT2SlW81hmeUa4pkEyEwlZ9RUfj8Iho/tPT95FtjDtBnMLmKfXExFCX8I/qgmDEZ79TEaDI3neda94KJXm+Bo0A+G/cHbve7Bi8bHLXQPPUA9FKB9dIBeo0M0Rgz9cu47j5ye+8X95n53f6xbXafh3EWtcH/+Bu30Bjc=</latexit>
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[3] Ma et at., 2018 [4] Ma et at., 2020 [5] Nazabal et at., 2020 [6] Mattei et at., 2020
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Challenges
Jointly increase flexibility and improve inference

• Hierarchical VAEs are successful at modeling flexibility.





• Complicated posteriors -> Delicate inference 
(posterior collapse).


• Gaussian approximate inference worsens.

p(z1)
LY

l=2

p(zl | zl�1)
<latexit sha1_base64="+MnSmLtDX/eslYBCGeRekf45KUk=">AAACm3icdVHdahQxFM6OP63Tarf2UoTgUmhBl8m2tHpRKPZGZC8quG2hsw6ZzJltaJIZkkxxDXkUn8ZbfQDfxuzuIG5rD4R85zs/nPOdvBbc2CT53YkePHz0eGX1Sby2/vTZRnfz+ZmpGs1gxCpR6YucGhBcwchyK+Ci1kBlLuA8vz6Zxc9vQBteqc92WsNY0oniJWfUBirrHtY7aS7dN5+RXZzWuioyJ44G/ssQ/40InEpe4NZz4g3xu1m3l/STueG7gLSgh1o7zTY7w7SoWCNBWSaoMZckqe3YUW05E+DjtDFQU3ZNJ3AZoKISzNjNN/R4OzAFLisdnrJ4zv5b4ag0ZirzkCmpvTK3YzPyvtiso/H/7bZE5nLZ/7qYbXlwW74dO67qxoJii7nLRmBb4Zn6uOAamBXTACjTPKyO2RXVlNlwozgtoAx3nPd1Ew2gvNOT3LukT8je66DvwTsSPh/HQX9yW+274GzQJ3v9waf93vH79hKr6AV6hXYQQYfoGH1Ap2iEGPqOfqCf6Ff0MjqJPkbDRWrUaWu20JJFoz+/hs0l</latexit>
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z1
<latexit sha1_base64="1gXU4TbLSkaFNbb0Rl8AuNXpQNw=">AAACanicdVFJTsMwFHXDVMJcVohNREFigaq4RQw7BBsWLECiUKmNKsf5KVZtJ7IdRIlyCbZwMe7AIXCHBS3wJcvP7w96fj9MOdPG9z9Lztz8wuJSedldWV1b39jcqjzoJFMUmjThiWqFRANnEpqGGQ6tVAERIYfHsH81zD8+g9IskfdmkEIgSE+ymFFiLNXqhCJ/Lbq4u1n1a/4ovN8AT0AVTeK2u1W66UQJzQRIQznRuo391AQ5UYZRDoXbyTSkhPZJD9oWSiJAB/lIcOEdWCby4kTZI403Yn925ERoPRChrRTEPOnZ3JD8LzecqIs/p02RoZh+v4y1TQs38VmQM5lmBiQd644z7pnEG5rpRUwBNXxgAaGK2a979IkoQo213O1EENu1jObmPQUgi1z1wiL3axg3jqy/J+fYXoXrWv/xrNu/wUO9hhu1+t1x9eJysoky2kV76BBhdIou0DW6RU1EEUdv6B19lL6cirPj7I5LndKkZxtNhbP/DSCpu3I=</latexit>

z2
<latexit sha1_base64="1maWpgk440eQVoHS/0CTSHSjhgw=">AAACanicdVHLTgIxFC3jC8cX4MqwmYgmLgyZAeNjR3TjwgUm8kiAkE65gw1tZ9J2jDiZn3CrP+Y/+BGWx0JAb9L09NxHTs/1I0aVdt2vjLW2vrG5ld22d3b39g9y+UJThbEk0CAhC2XbxwoYFdDQVDNoRxIw9xm0/NHdJN96AaloKJ70OIIex0NBA0qwNlS76/PkLe1X+rmSW3an4awCbw5KaB71fj7z0B2EJOYgNGFYqY7nRrqXYKkpYZDa3VhBhMkID6FjoMAcVC+ZCk6dU8MMnCCU5gjtTNnfHQnmSo25byo51s9qOTch/8tNJqr0z2kLpM8X368zbYvCdXDdS6iIYg2CzHQHMXN06EzMdAZUAtFsbAAmkpqvO+QZS0y0sdzuDiAwa5nOTYYSQKSJHPpp4pY9r3pu/L288cyV2rbx31t2exU0K2WvWq48XpRqt/NNZFERHaMz5KErVEP3qI4aiCCG3tEH+sx8WwXryCrOSq3MvOcQLYR18gMiqLtz</latexit>

x
<latexit sha1_base64="hNSlGFbxY1QXRZSWX4aNGu5SNtI=">AAACaHicdVHLTgIxFC3jC8cX6MIYNxOIiQtDZsD42BHduHCBiTwSIKRT7mCl7UzajoFM5h/c6p/5C36F5bEQ0Js0PT33kdNz/YhRpV33K2OtrW9sbmW37Z3dvf2DXP6wocJYEqiTkIWy5WMFjAqoa6oZtCIJmPsMmv7wfpJvvoFUNBTPehxBl+OBoAElWBuq0fF5Mkp7uaJbcqfhrAJvDopoHrVePvPY6Yck5iA0YViptudGuptgqSlhkNqdWEGEyRAPoG2gwBxUN5nKTZ0zw/SdIJTmCO1M2d8dCeZKjblvKjnWL2o5NyH/y00mqvTPaQukzxffo5m2ReE6uOkmVESxBkFmuoOYOTp0JlY6fSqBaDY2ABNJzdcd8oIlJtoYbnf6EJilTOcmAwkg0kQO/DRxS55XuTD+Xt165kpt2/jvLbu9ChrlklcplZ8ui9W7+Say6BQV0Dny0DWqogdUQ3VE0Ct6Rx/oM/Nt5axj62RWamXmPUdoIazCD6yuusw=</latexit>
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Contributions
Hierarchical Hamiltonian VAE for mixed-type incomplete data (HH-VAEM)

• Increased flexibility by using 
hierarchical latent space.


• Improved inference by means of 
automatically tuned HMC.


• Reparameterization for well-posed HMC 
on relaxed posterior.


• More accurate imputation and 
prediction.


• More effective information acquisition.
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Information acquisition
Sampling-based method

• Sampling-based estimator [11] of the Mutual Information:








✓ Avoids the Gaussian approximation


✓ Efficient, easy parallelization.

<latexit sha1_base64="1fTp7jnSabzrDDNHeOeUSrYuCIA=">AAADhXichVJbi9NAFJ4m6q71sl19El8OW5QUammlrMIiLuqDouAqdnehE8JkOmmHnVzITKQlnX/gH/TR3+AfcHLBbVrBA4GTc77vO5c5fiK4VMPhz5Zl37h5a2//dvvO3Xv3DzqHD85lnKWUTWgs4vTSJ5IJHrGJ4kqwyyRlJPQFu/Cv3hb5i+8slTyOvqlVwtyQzCMecEqUCXmHrR9fHd4H7If5Unufe/AUXsE7L8eKLVX+8ZPWgAUL1BQSp0StdB+WHoc1/CVBD9Zrk8d+LGYGYHLXeolToa8jOOXzhXJNHRwStaBE5B80OJU4nJTqgE8anAKM20VvbZPjPFJebnD9uiUNSeN/g6udjfiGJBbxvBrNzBWkhOZNif8r6JqxhWwMbxa5o7YrVK+kB16nOxwMS4NdZ1Q7XVTbmdf5hWcxzUIWKSqIlNPRMFFuTlLFqWC6jTPJEkKvyJxNjRuRkEk3L89GwxMTmUEQp+aLFJTRTUZOQilXoW+QxUPJ7VwR/FdumqngpZvzKMkUi2hVKMgEqBiKG4QZTxlVYmUcQlNuegW6IOYNlLnURhU/1GYno+0N7Drnzwej48H4y7h7+qbezj56jI6Qg0boBTpF79EZmiDa+m09so6srr1nP7PH9nEFtVo15yFqmP36D1V2HaA=</latexit>

R(i,xO) = DKL [p(y, xi|xO)||p(y|xO)p(xi|xO)] = I(y;xi |xO) =

=

ZZ

xi,y
pxi,y|xO

(xi,y|xO) log

✓
pxi,y|xO

(xi,y|xO)

pxi|xO
(xi|xO)py|xO

(y|xO)

◆

<latexit sha1_base64="rJXJ1ryOWx+hCoYn/O5Cy1SCgZg=">AAACq3ichVFdaxQxFM2MX7V+dNUn8eXiImxBlxkpKvTBoi/tUyu6bXGzDJlsZjdtMglJRnaJ+VX+Gh/9J2Z252HbCl4IHM49hxPOLbXg1mXZ7yS9dfvO3Xtb97cfPHz0eKf35OmpVY2hbESVUOa8JJYJXrOR406wc20YkaVgZ+Xl53Z/9oMZy1X9zS01m0gyq3nFKXGRKnq/8Jw4fxQGuJR+GWAfFgUHwPvwE1pqEYrjXcBEa6MWgG0jC88vAujCR+Fr6GyduDgOYRDZi2gRaga4MoT6/2lDp9iIjJvdNmNt2eSjvOj1s2G2GrgJ8g70UTcnRe8PniraSFY7Koi14zzTbuKJcZwKFrZxY5km9JLM2DjCmkhmJ35VboBXkZlCpUx8tYMVu+nwRFq7lGVUSuLm9vquJf+1Gzeu+jDxvNaNYzVdB1WNAKegvRRMuWHUiWUEhBoe/wp0TmKhLt7zSkop207y6w3cBKdvh/m74d6Xvf7Bp66dLfQCvUQDlKP36AAdohM0QjR5nnxMDpOj9E36Nf2e4rU0TTrPM3RlUvYXBAzSVw==</latexit>

Î(y;xi |xO) ⇡
X

ij

pxi,y|xO
(i, j) log

pxi,y|xO
(i, j)

pxi|xO
(i)py|xO

(j)
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[11] Kraskov et at., 2004
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2HMC samples (orange)

q(z|x)
<latexit sha1_base64="niwxoIL1HiGXPyfnNOipINpldKk=">AAACznicdVFNbxMxEHWWr7J8pXDkYhEhFamKdpOGllsFF45BIm2lbrTyOrOpFa+92LNVwmJxRRz5NVzhX/Bv8CZBYlsYyfLzm3mj8byslMJiFP3qBDdu3rp9Z+dueO/+g4ePuruPT6yuDIcJ11Kbs4xZkELBBAVKOCsNsCKTcJot3jT500swVmj1HlclTAs2VyIXnKGn0u5+grDEdZ+aa4W+b5rJClz9YS/Jivqjo59oA5buhUu7vagfrYNeB/EW9Mg2xulu52sy07wqQCGXzNrzOCpxWjODgktwYVJZKBlfsDmce6hYAXZar8dx9LlnZjTXxh+FdM3+rahZYe2qyHxlwfDCXs015P9yTUfr/tmtRWZF+73czNYeHPOjaS1UWSEovpk7ryRFTZuV05kwwFGuPGDcCP91yi+YYRy9MWEyg9ybt7FgASulEdK5AVCuNvPM1VE/jof7fs8vX8X+cm1F27Q/gmjUCAajg+YaDYYuDEPvXnzVq+vgZNCPh/3Bu4Pe8eutjzvkKXlG9khMDskxeUvGZEI4+Ua+kx/kZzAOLgMXfN6UBp2t5glpRfDlN0Bz4VM=</latexit>

p(z|x)
<latexit sha1_base64="iqypmH2FYUXQjM8UtFTYmeFMZt0=">AAACz3icdVJNbxMxEHWWr7J8pXDkYhEhFQmi3aShcKvgwrGVSFupG628zmxqxfau7FmasBhxhSu/hiv8Cv4N3iQSbFtGsvz8Zt5o7OeslMJiFP3uBNeu37h5a+t2eOfuvfsPutsPj2xRGQ5jXsjCnGTMghQaxihQwklpgKlMwnE2f9vkjz+AsaLQ73FZwkSxmRa54Aw9lXZfJAgLXPWp57DUBUI6MwDa1eVOkqn6o6OfaAMW7plLu72oH62CXgbxBvTIJg7S7c63ZFrwSoFGLpm1p3FU4qRmBgWX4MKkslAyPmczOPVQMwV2Uq/mcfSpZ6Y0L4xfGumK/VdRM2XtUmW+UjE8sxdzDfm/XNPRuiu7tchMtc+L9WztwTF/NamFLisEzddz55WkWNDmzelUGOAolx4wboS/OuVnzDCO3pkwmULu3bvSAzPLXB3143j43L/zy9ex31xbwf1F/G9IM1nBX0E0agSD0W6zjQZDF4ahdy++6NVlcDTox8P+4HC3t/9m4+MWeUyekB0Skz2yT96RAzImnHwnP8hP8is4DM6Dz8GXdWnQ2WgekVYEX/8ASAjhug==</latexit>

2HMC samples (orange)

q(z|x)
<latexit sha1_base64="niwxoIL1HiGXPyfnNOipINpldKk=">AAACznicdVFNbxMxEHWWr7J8pXDkYhEhFamKdpOGllsFF45BIm2lbrTyOrOpFa+92LNVwmJxRRz5NVzhX/Bv8CZBYlsYyfLzm3mj8byslMJiFP3qBDdu3rp9Z+dueO/+g4ePuruPT6yuDIcJ11Kbs4xZkELBBAVKOCsNsCKTcJot3jT500swVmj1HlclTAs2VyIXnKGn0u5+grDEdZ+aa4W+b5rJClz9YS/Jivqjo59oA5buhUu7vagfrYNeB/EW9Mg2xulu52sy07wqQCGXzNrzOCpxWjODgktwYVJZKBlfsDmce6hYAXZar8dx9LlnZjTXxh+FdM3+rahZYe2qyHxlwfDCXs015P9yTUfr/tmtRWZF+73czNYeHPOjaS1UWSEovpk7ryRFTZuV05kwwFGuPGDcCP91yi+YYRy9MWEyg9ybt7FgASulEdK5AVCuNvPM1VE/jof7fs8vX8X+cm1F27Q/gmjUCAajg+YaDYYuDEPvXnzVq+vgZNCPh/3Bu4Pe8eutjzvkKXlG9khMDskxeUvGZEI4+Ua+kx/kZzAOLgMXfN6UBp2t5glpRfDlN0Bz4VM=</latexit>

p(z|x)
<latexit sha1_base64="iqypmH2FYUXQjM8UtFTYmeFMZt0=">AAACz3icdVJNbxMxEHWWr7J8pXDkYhEhFQmi3aShcKvgwrGVSFupG628zmxqxfau7FmasBhxhSu/hiv8Cv4N3iQSbFtGsvz8Zt5o7OeslMJiFP3uBNeu37h5a+t2eOfuvfsPutsPj2xRGQ5jXsjCnGTMghQaxihQwklpgKlMwnE2f9vkjz+AsaLQ73FZwkSxmRa54Aw9lXZfJAgLXPWp57DUBUI6MwDa1eVOkqn6o6OfaAMW7plLu72oH62CXgbxBvTIJg7S7c63ZFrwSoFGLpm1p3FU4qRmBgWX4MKkslAyPmczOPVQMwV2Uq/mcfSpZ6Y0L4xfGumK/VdRM2XtUmW+UjE8sxdzDfm/XNPRuiu7tchMtc+L9WztwTF/NamFLisEzddz55WkWNDmzelUGOAolx4wboS/OuVnzDCO3pkwmULu3bvSAzPLXB3143j43L/zy9ex31xbwf1F/G9IM1nBX0E0agSD0W6zjQZDF4ahdy++6NVlcDTox8P+4HC3t/9m4+MWeUyekB0Skz2yT96RAzImnHwnP8hP8is4DM6Dz8GXdWnQ2WgekVYEX/8ASAjhug==</latexit>

HH-VAEM
Improving inference

7

L(x; ✓,�) = Eq�(z|x) [log p✓(x | z)]�DKL (q�(z | x)kp(z))
<latexit sha1_base64="9Yyz2BaOCfjC7mVy/nUsNe1hYBM=">AAADmnicjVJbb9MwFHYWLiNc1o1HeLCokFppVEm7MhBCmgZIoO1hSOs2qSmR4zipVeeC7aB1xm88IcH/45/wiJNWgrQgcaTonHznfJ+PfU5YMCqk6/6wNuxr12/c3Lzl3L5z995Wa3vnTOQlx2SEc5bzixAJwmhGRpJKRi4KTlAaMnIezl5V+fNPhAuaZ6dyXpBJipKMxhQjaaCg9dNPkZxixNSx7vhhziIxT41Tl/oF9OWUSLQL/WJKuy/ryjBUb3SgPgYV1iBcaeinNIJNka5BGYnl2Lg8gUWw0Fw5ap15pbvQ5zSZygl8Al8H6gge61qp8/9nQ/8zLFYKuwvVbtBquz23NrgeeMugDZZ2EmxbX/0ox2VKMokZEmLsuYWcKMQlxYxoxy8FKRCeoYSMTZihlIiJqkek4WODRDDOufkyCWv0T4ZCqah6NJXVM4vVXAX+K1cpCv1XtQYYps3/y0VvzcZl/GyiaFaUkmR40XdcMihzWK0PjCgnWLK5CRDm1Fwd4iniCEuzZI4fkdgsYq2rZmSe5ZIECSck04onoVZuz/MGu+adnz73jNNNBjYXMYsdhKwkvwnusCL0h3uVG/YH2nEcMz1vdVbrwVm/5w16/fd77YPD5Rw3wQPwCHSAB/bBAXgLTsAIYOuD9cX6Zn23H9qH9jv7aFG6YS0590HD7NNfrNYs+Q==</latexit>

⇡ 1

S

SX

s=1

log p✓(x | z(s))�DKL (q�(z | x)kp(z))
<latexit sha1_base64="dBNJFu6AYyYPIsXLwHCtjquQR7Q=">AAADTXicdVLbjtMwEHWywC7h1sIjLxYVUitBlbRbFh6QyuUBCR4WLXuR1t3IcZzUqnPBdlCL8Q/wK3wMz3wIbwjhtJXYtDCSNeMz54zGnolKzqTy/R+Ou3Pl6rXdvevejZu3bt9pte+eyKIShB6TghfiLMKScpbTY8UUp2eloDiLOD2NZq/q/OknKiQr8g9qUdJJhtOcJYxgZaGw9Q3hshTFHKJEYKIDo48MRLLKQi2fB+biCPEihWWI1JQq3EVRwWO5yKzTc0vMWAwvY5/Nhe7Knuk9fh3qt/CdQZwmqvsxROWUdZvMbfXc9CD6AssNYg8Jlk5VL2x1/L6/NLgdBOugA9Z2GLadryguSJXRXBGOpTwP/FJNNBaKEU6NhypJS0xmOKXnNsxxRuVEL3/VwIcWiWFSCHtyBZfoZYXGmax7tMwMq6nczNXg/3J1RWn+Wa0BRlnzPl/11mxcJU8nmuVlpWhOVn0nFYeqgPXEYcwEJYovbICJYPbpkEyxnbaye+GhmCZ2d5Z19Ywu8kLRMBWU5kaLNDLa7wfB8JH95yfPAutMU0HsQ+wuhhGv6F+BP6oFg9F+7UaDofE8z04v2JzVdnAy6AfD/uD9fmf8cj3HPXAfPABdEIADMAZvwCE4BsRpOwfO2Hnhfnd/ur/c3yuq66w190DDdnb/ANdPELU=</latexit>
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Hamiltonian Monte Carlo
Improving inference

• Discrete trajectories (chains) of  updates, 
ending in:





• Target: true posterior density.


• Needed:


• 1. Good initial proposal (encoder).


• 2. Well-defined hyperparameters.

T

q(T )(z|x) ⇡ p(z|x)
<latexit sha1_base64="foXhOnAEY+a5B/Z3kf8Rv8hxKCc=">AAAC03icdVJNbxMxEHW2QMvylcKRi0WElEoo2k2aFm4VXDgWqWkrdcPK68ymVmzvYnurBNcXxAmJM7+GK/wG/g3eJBJsCiOt5vmN32jGb7OSM22i6Fcr2Lp1+872zt3w3v0HDx+1dx+f6qJSFEa04IU6z4gGziSMDDMczksFRGQczrLZm7p+dgVKs0KemEUJY0GmkuWMEuOptB1/eG+7J3uum2TCfnTXdZq7PZyQslTFHJd4s5K2O1EvWga+CeI16KB1HKe7rS/JpKCVAGkoJ1pfxFFpxpYowygHFyaVhpLQGZnChYeSCNBju9zN4eeemeC8UP6TBi/ZvxWWCK0XIvM3BTGXerNWk/+r1R21+2e3BpmJ5nm+mq05uMlfji2TZWVA0tXcecWxKXD97njCFFDDFx4QqphfHdNLogg13p0wmUDuHVz2tTNYyMJAOlUA0lk1zZyNenE8eOHf+eBV7JNrKqhfxP8RacYr+COIhrWgP9yv07A/cGEYevfiTa9ugtN+Lx70+u/2O0ev1z7uoKfoGeqiGB2iI/QWHaMRougb+o5+oJ/BKLDBp+Dz6mrQWmueoEYEX38DDRjh6g==</latexit>

8

Random hyperparameters Tuned hyperparameters
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Hamiltonian Monte Carlo
Hyperparameter tuning [7]

• Tuning the hyperparameters via Variational 
Inference:





• Add an inflation parameter for scaling the 
proposal [8]


�
⇤ = argmax

�
E
q(T )
� (z)

[log p⇤(z)] +H

h
q
(T )
� (z)

i

<latexit sha1_base64="5GQfkpVivkHxsVmDDr6aHIVWgyY=">AAAC2nicdVFdb9MwFHXCx0b5WAePvBgqpG6IKhmIISGkCYS0xyGt26QmixzXSa35I9g3aMXKC2+IV/4AP4t/g5N2iG7jypaPzz2+uvc4rwS3EEW/g/DGzVu319bv9O7eu/9go7/58Mjq2lA2plpoc5ITywRXbAwcBDupDCMyF+w4P/vQ5o+/MGO5Vocwr1gqSal4wSkBT2X9X0k146fb+B1OajX1QgaupRqX6IoZAtooIpkjppTkvGlw8rZbksAsz93HJnOfs66GGx5uNcMkl+5rs+V1ghUw8YcucXW6fZHAieHlDFL8HO9faK4r8FfXy/qDaBR1ga+CeAkGaBkH2WbwJJlqWkumgApi7SSOKkj9CMCpYE0vqS2rCD0jJZt42M5nU9d52eBnnpniQhu/FeCO/feFI9Laucy9svXAXs615P9ybUXbXFtthczl6v180dtq41C8SR1XVQ1M0UXfRS0waNz+M55ywyiIuQeEGu5Hx3RGDKHgP7k1Nb5s4VVwtDOKX452Pr0a7L1f2ruOHqOnaIhitIv20D46QGNEg7XgRfA62A2T8Fv4PfyxkIbB8s0jtBLhzz+DKOSt</latexit>

s⇤ = argmin
s

SKSD(z(T ),rz log p
⇤(z))

<latexit sha1_base64="u/EDBB+1f3G7DTIQx3ZpIIdJKa4=">AAACpXicdVFdaxNBFJ1dv2r8aKqPvowGMSkSdqugIEJRHwQRKk3SQjdZZic36dD5WGbuSuMyf9I3/4mPzib7YFq9zMCZc8+9nLm3KKVwmCS/ovjGzVu37+zc7dy7/+Dhbnfv0cSZynIYcyONPS2YAyk0jFGghNPSAlOFhJPi4mOTP/kO1gmjR7gqYarYUouF4AwDlXdlVqja+dk+fU+zSs+DFDAQdWZKsAyN1UxBzexSCe09zd6tD8Il1sdfjj952m86/PCzuj8a+JeZZoVkeSBoJs2SlrP9VjAYdPJuLxkm66DXQdqCHmnjKN+LnmZzwysFGrlkzp2lSYnTYAcFl+A7WeWgZPyCLeEswMarm9brsXj6PDBzujA2XI10zf5dUTPl3EoVQakYnruruYb8X67p6Pw/u22Rhdp+X268bRvHxdtpLXRZIWi+8b2oJEVDm5XRubDAUa4CYNyK8HXKz5llHMO2mqGmV0d4HUwOhumr4cG3173DD+14d8gT8oz0SUrekEPymRyRMeHkJ/kdRVEcv4i/xqN4spHGUVvzmGxFnP8BCKHSJQ==</latexit>
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[7] Campbell et at., 2021 [8] Gong et at., 2020
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Hierarchical latent space
Ill-posed for HMC

• Hierarchical dependencies lead to huge gradients [11, 12]


 

rl+ 1
2
= rl +

1

2
� �rzl log p

⇤(zl) ,

zl+1 = zk + rl+ 1
2
� � � 1

M
,

rl+1 = rl+ 1
2
+

1

2
� �rzl+1 log p

⇤(zl+1),
<latexit sha1_base64="MxZR1tWJN3eArjVQ1nWbxC5Qg4s=">AAAD1nicjVNbb9MwFHYTLiNctsEjL4YKtLKqSjokeEGa4IUXpCHRrdJcKsd1WqvORbaD1lrmDfHKD+CP8W9wLhVLG6QdKdLxd75zzpfPSZhxJpXv/+k47q3bd+7u3fPuP3j4aP/g8PG5THNB6IikPBXjEEvKWUJHiilOx5mgOA45vQiXH4r6xTcqJEuTL2qV0UmM5wmLGMHKQtPDzm/vJURhrIWZan6MIoGJDoweGgPfbQocHsNrFYgUvVLlbh3ynBpd8FC2YLYJ9SFKZ6mCKMEhx1O9nnKL8nQOs6+vjgrm2k7sob4lIujBOioV61JFsNltj8tid7u+f6tupGfT2sr+ZIypJG0pEk1FLTJu7E2LNeXoXXtKuAf704OuP/DLgLtJUCddUMeZvc9naJaSPKaJIhxLeRn4mZpoLBQjnBoP5ZJmmCzxnF7aNMExlRNd6jXwhUVmMEqFfRIFS/R6h8axlKs4tMwYq4XcrhXg/2rFRGlapzXAMG6eryptTeEqejvRLMlyRRNS6Y5yDlUKi28czpigRPGVTTARzL46JAts70jZP8GzpgbbFu4m58NBcDIYfn7dPX1f27sHnoLn4AgE4A04BR/BGRgB4rhOzxk6J+7Y/e7+cH9WVKdT9zwBjXB//QXGNz3D</latexit>

10

[9] Betancourt et at., 2017 [10] Betancourt et at., 2015
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Hierarchical latent space
Ill-posed for HMC

• Solution: 


✓ Reparameterization for relaxed posterior:





NNs with parameters  , ✓µl ! fµl
<latexit sha1_base64="nKBjK6cUNVTPx6BdTNqJ7ZtUrvY=">AAACb3icdVHLSgMxFE3HV62vqgsXgkSLoJsyo6IuRTcuFawKThky6Z02NJkZkjvaMsyf+DVu9Qf8DP/A9CFYHxcCJ+feezg5CVMpDLrue8mZmp6ZnSvPVxYWl5ZXqqtrtybJNIcGT2Si70NmQIoYGihQwn2qgalQwl3YvRj07x5BG5HEN9hPoalYOxaR4AwtFVSPfYQeDnXyUGZQ5D52AFmQ+yoLZFFQX4t2B5nWyRONvuigWnPr7rDob+CNQY2M6ypYLW37rYRnCmLkkhnz4LkpNnOmUXAJRcXPDKSMd1kbHiyMmQLTzIfGCrprmRaNEm1PjHTIft/ImTKmr0I7qRh2zM/egPyvN1A0xZ9qE2SoJu+9kbdJ4xidNnMRpxlCzEe+o0xSTOggfNoSGjjKvgWMa2GfTnmHacbRflHFhur9jPA3uD2oe4f1g+uj2tn5ON4y2SQ7ZI945ISckUtyRRqEk2fyQl7JW+nD2XC2HDoadUrjnXUyUc7+J5Bvwa4=</latexit>

✓�l ! f�l
<latexit sha1_base64="RCecItDCDusJ+UZQ3uqq7gLDUiA=">AAACdXicdVFNT9tAEN24hYbw0VCOCGkhgDgFG5DaAwdULhxBagAJR9Z4M05W7NrW7hgSWf4z/Jpey62/hCubjwOBdqSV3rw3M3o7E+dKWvL9vzXv0+eFxS/1pcbyyura1+b6t2ubFUZgR2QqM7cxWFQyxQ5JUnibGwQdK7yJ78/H+s0DGiuz9BeNcuxq6KcykQLIUVHzNCQc0mROGasCqzKkARJEZWhlX0OkqoqHRvYHBMZkjzx5o0TNlt/2J8E/gmAGWmwWl9F6bTvsZaLQmJJQYO1d4OfULcGQFAqrRlhYzEHcQx/vHExBo+2WE3sV33NMjyeZcS8lPmHfdpSgrR3p2FVqoIF9r43J/2njibb657Q5Mtbz+XDqbd44JT+6pUzzgjAVU99JoThlfHwC3pMGBamRAyCMdF/nYgAGBLlDNdxSg/cr/Aiuj9rBcfvo6qR19nO23jrbZDvsgAXsOztjF+ySdZhgT+w3+8Oeay/elrfr7U9LvdqsZ4PNhXf4ClJBxEg=</latexit>
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Hierarchical latent space
Ill-posed for HMC

• Solution: 


✓ Reparameterization for relaxed posterior:





NNs with parameters  , 


✓ Perform inference on  with standard 
Gaussian prior.


✓ No residual distributions needed.

✓µl ! fµl
<latexit sha1_base64="nKBjK6cUNVTPx6BdTNqJ7ZtUrvY=">AAACb3icdVHLSgMxFE3HV62vqgsXgkSLoJsyo6IuRTcuFawKThky6Z02NJkZkjvaMsyf+DVu9Qf8DP/A9CFYHxcCJ+feezg5CVMpDLrue8mZmp6ZnSvPVxYWl5ZXqqtrtybJNIcGT2Si70NmQIoYGihQwn2qgalQwl3YvRj07x5BG5HEN9hPoalYOxaR4AwtFVSPfYQeDnXyUGZQ5D52AFmQ+yoLZFFQX4t2B5nWyRONvuigWnPr7rDob+CNQY2M6ypYLW37rYRnCmLkkhnz4LkpNnOmUXAJRcXPDKSMd1kbHiyMmQLTzIfGCrprmRaNEm1PjHTIft/ImTKmr0I7qRh2zM/egPyvN1A0xZ9qE2SoJu+9kbdJ4xidNnMRpxlCzEe+o0xSTOggfNoSGjjKvgWMa2GfTnmHacbRflHFhur9jPA3uD2oe4f1g+uj2tn5ON4y2SQ7ZI945ISckUtyRRqEk2fyQl7JW+nD2XC2HDoadUrjnXUyUc7+J5Bvwa4=</latexit>

✓�l ! f�l
<latexit sha1_base64="RCecItDCDusJ+UZQ3uqq7gLDUiA=">AAACdXicdVFNT9tAEN24hYbw0VCOCGkhgDgFG5DaAwdULhxBagAJR9Z4M05W7NrW7hgSWf4z/Jpey62/hCubjwOBdqSV3rw3M3o7E+dKWvL9vzXv0+eFxS/1pcbyyura1+b6t2ubFUZgR2QqM7cxWFQyxQ5JUnibGwQdK7yJ78/H+s0DGiuz9BeNcuxq6KcykQLIUVHzNCQc0mROGasCqzKkARJEZWhlX0OkqoqHRvYHBMZkjzx5o0TNlt/2J8E/gmAGWmwWl9F6bTvsZaLQmJJQYO1d4OfULcGQFAqrRlhYzEHcQx/vHExBo+2WE3sV33NMjyeZcS8lPmHfdpSgrR3p2FVqoIF9r43J/2njibb657Q5Mtbz+XDqbd44JT+6pUzzgjAVU99JoThlfHwC3pMGBamRAyCMdF/nYgAGBLlDNdxSg/cr/Aiuj9rBcfvo6qR19nO23jrbZDvsgAXsOztjF+ySdZhgT+w3+8Oeay/elrfr7U9LvdqsZ4PNhXf4ClJBxEg=</latexit>

ϵ = {ϵ1, . . . , ϵ1}
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Hierarchical latent space
Ill-posed for HMC

• Solution: 


✓ Reparameterization for relaxed posterior:





NNs with parameters  , 


✓ Perform inference on  with standard 
Gaussian prior.


✓ No residual distributions needed.


✓ No need to increase complexity of the HMC method.

✓µl ! fµl
<latexit sha1_base64="nKBjK6cUNVTPx6BdTNqJ7ZtUrvY=">AAACb3icdVHLSgMxFE3HV62vqgsXgkSLoJsyo6IuRTcuFawKThky6Z02NJkZkjvaMsyf+DVu9Qf8DP/A9CFYHxcCJ+feezg5CVMpDLrue8mZmp6ZnSvPVxYWl5ZXqqtrtybJNIcGT2Si70NmQIoYGihQwn2qgalQwl3YvRj07x5BG5HEN9hPoalYOxaR4AwtFVSPfYQeDnXyUGZQ5D52AFmQ+yoLZFFQX4t2B5nWyRONvuigWnPr7rDob+CNQY2M6ypYLW37rYRnCmLkkhnz4LkpNnOmUXAJRcXPDKSMd1kbHiyMmQLTzIfGCrprmRaNEm1PjHTIft/ImTKmr0I7qRh2zM/egPyvN1A0xZ9qE2SoJu+9kbdJ4xidNnMRpxlCzEe+o0xSTOggfNoSGjjKvgWMa2GfTnmHacbRflHFhur9jPA3uD2oe4f1g+uj2tn5ON4y2SQ7ZI945ISckUtyRRqEk2fyQl7JW+nD2XC2HDoadUrjnXUyUc7+J5Bvwa4=</latexit>

✓�l ! f�l
<latexit sha1_base64="RCecItDCDusJ+UZQ3uqq7gLDUiA=">AAACdXicdVFNT9tAEN24hYbw0VCOCGkhgDgFG5DaAwdULhxBagAJR9Z4M05W7NrW7hgSWf4z/Jpey62/hCubjwOBdqSV3rw3M3o7E+dKWvL9vzXv0+eFxS/1pcbyyura1+b6t2ubFUZgR2QqM7cxWFQyxQ5JUnibGwQdK7yJ78/H+s0DGiuz9BeNcuxq6KcykQLIUVHzNCQc0mROGasCqzKkARJEZWhlX0OkqoqHRvYHBMZkjzx5o0TNlt/2J8E/gmAGWmwWl9F6bTvsZaLQmJJQYO1d4OfULcGQFAqrRlhYzEHcQx/vHExBo+2WE3sV33NMjyeZcS8lPmHfdpSgrR3p2FVqoIF9r43J/2njibb657Q5Mtbz+XDqbd44JT+6pUzzgjAVU99JoThlfHwC3pMGBamRAyCMdF/nYgAGBLlDNdxSg/cr/Aiuj9rBcfvo6qR19nO23jrbZDvsgAXsOztjF+ySdZhgT+w3+8Oeay/elrfr7U9LvdqsZ4PNhXf4ClJBxEg=</latexit>

ϵ = {ϵ1, . . . , ϵ1}
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Optimization algorithm
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• 1. Train marginal VAEs using: 

<latexit sha1_base64="cK0YybJqVHPUesHQQUox4A2OBZY=">AAAC8HicjVLPaxQxFM6MP1rrr1WPXoKL0EJZZqVoQYSiCAqCFdy2sFlDJpOZDU1mxuSN7DbMzauevYlX/yOP/hcezczOurb14IOQj/e+773Hl8Slkhai6EcQXrh46fLa+pWNq9eu37jZu3X7wBaV4WLEC1WYo5hZoWQuRiBBiaPSCKZjJQ7j42dN/fCDMFYW+VuYl2KiWZbLVHIGPkV7v4hmMOVMuVc1TYgSKWzOaIIft5A4AlMBjCbbmGRMa4+IkdkUSL24t560DeLYvaxXaiJzTOJCJXau/eVmNX3d8fGS/7ym7j11y7ad+qRRa5ng2XLSVo2JKjJMUsO4K+mflVbztvHJiv2fTWmvHw2iNvB5MOxAH3WxT3s/SVLwSoscuGLWjodRCRPHDEiuRL1BKitKxo9ZJsYe5kwLO3HtC9X4vs8kOC2MPzngNvu3wjFtG688s7HHnq01yX/VxhWkuxMn87ICkfPFoLRSGArcPDdOpBEc1NwDxo30u2I+Zd5J8J/i1JRYN54MzzpwHhw8GAwfDnbe7PT3nnburKO76B7aREP0CO2hF2gfjRAP3gUfg0/B59CEX8Kv4bcFNQw6zR10KsLvvwHtNfLf</latexit>

Ld (xd; {✓d, �d}) = I (xd 2 xO)Eq�d
(zd|xd) log

p✓d (xd, zd)

q�d (zd | xd)
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• 2. Training Hierarchical VAE using the ELBO:


LV I (xO,yO; {✓, }) = Eq [log p✓ (zO | h1) + log p✓ (yO | x̂,h1)]�
LX

l=1

DKL (q (✏l | xO,yO) kp (✏l))
<latexit sha1_base64="DDzMn17ct6OkxggYPXdKfP4H/Kc=">AAAEdHichVNbT9RAFC7LqlhvoI/6MHFDAhE37QKKMSTES6KRREwETJilmU7PdidMp3VmaljH+QP+Ox/9Iz473TaBsqCTNOf0O3O+c5sTF5wpHQS/5zrz3WvXbyzc9G/dvnP33uLS/QOVl5LCPs15Lr/ERAFnAvY10xy+FBJIFnM4jE9eV/bDbyAVy8VnPSlgmJFUsBGjRDsoWpr7hWNImTAp0WOQkFgfZ06lhJtdG5kD9N5iDiO9guOcJ2qSOWFObfRxDZ1HJg5BL7HBjkUTZysUwxZLlo716jaqSePYvHWcX6PKWtMeYZ6nqIhqv9lI3ytenLGkFW1so7DhfvIfgskZwZho067Crl1FW4vhU6zKLDJ8O7THu+hNZKZ1yMx82LVNX+pqZgNjcDDPhY34bAGXN7CJjfAPVPyTsJXkqo9BJGcDjBZ7QT+YHjSrhI3S85qz5x7BT5zktMxAaMqJUkdhUOihIVIzysG9iFJBQegJSeHIqYJkoIZm+vgsWnZIgka5dJ/QaIqe9zAkU1UF7mbVO3XRVoFX2SpGZS9la4Fx1v4/rXNrJ65HW0PDRFFqELTOe1RypHNULQZKmASq+cQphErmSkd0TCSh2q2PjxMYuRWb8poTmIhcQ5RKAGGNTGNrgn4Yrq+5Pj97ETph2x7UFeJWNop5CWcOwWblMNjcqMTmYN36vu+mF16c1axyMOiH6/3Bp43ezqtmjgveQ++xt+KF3nNvx3vn7Xn7Hu1sdY47aWc8/6f7qNvrLtdXO3ONzwOvdbr9v5BUgnA=</latexit>
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3. Train a) encoder using ELBO,  b) HMC hyperparams, decoder and 
predictor parameters using HMC objective and c) scale using 
SKSD.




LHMC (zO,yO; {✓, ,�}) = E

q(T )
� (✏)

[log p✓ (zO | h1) + log p✓ (yO | x̂,h1) +
LX

l=1

p(✏(T )
l )]

<latexit sha1_base64="U3g2aseI6xL/7/yvvaLq2R/gRYw=">AAAD9XichVNLb9NAELZrHsU82sKRy4oIKRFRZCcND6FKFRVSD0UU1LSVuqm1Xq/tVdYPvGuoWe0f4D9wQ1w581M4cYV/wTqJ1LhNxUj2jL/Z+fyNZ+znjHLhOL/MFeva9Rs3V2/Zt+/cvbe2vnH/kGdlgckIZywrjn3ECaMpGQkqGDnOC4ISn5Ejf7JT548+koLTLD0QVU7GCYpSGlKMhIa8DfM9TJCIMWJyT3lyF7wBOwoyEoo29DMW8CrRTn5W3tsuWEQqjYCXUEIRE4F0Lue0vscUKljQKBadrSm178vXmvmDV+dOZfugoxrUkOhKlqWqo04gyyKQezPO5SoATGjQUBIrz52/8cl/CKpzghgJuZg6U6p7NS0vE0+yLVed7oF8uXyPzZrrjL31ltNzpgYuB+48aBlz29dT+AKDDJcJSQVmiPMT18nFWKJCUMyIsmHJSY7wBEXkRIcpSggfy+n0FXiskQCEWaGvVIApulghUcJrsfpkPQ9+MVeDV+VqRq6WsjVAP2k+n820NYWL8PlY0jQvBUnxTHdYMiAyUG8mCGhBsGCVDhAuqG4d4BgVCAu9vzYMSKh3fMorJ6RKM0G8qCAkVbKIfCWdnusOuvo7P33haqeaFVg3ov8Zz2clOS9whnVBf7hZu2F/oGzb1tNzL87qcnDY77mDXv/dZmv71XyOq8ZD45HRNlzjmbFt7Br7xsjA5k/zt/nH/Gt9sr5a36zvs6Mr5rzmgdEw68c/ba9SsQ==</latexit>

2HMC samples (orange)

q(z|x)
<latexit sha1_base64="niwxoIL1HiGXPyfnNOipINpldKk=">AAACznicdVFNbxMxEHWWr7J8pXDkYhEhFamKdpOGllsFF45BIm2lbrTyOrOpFa+92LNVwmJxRRz5NVzhX/Bv8CZBYlsYyfLzm3mj8byslMJiFP3qBDdu3rp9Z+dueO/+g4ePuruPT6yuDIcJ11Kbs4xZkELBBAVKOCsNsCKTcJot3jT500swVmj1HlclTAs2VyIXnKGn0u5+grDEdZ+aa4W+b5rJClz9YS/Jivqjo59oA5buhUu7vagfrYNeB/EW9Mg2xulu52sy07wqQCGXzNrzOCpxWjODgktwYVJZKBlfsDmce6hYAXZar8dx9LlnZjTXxh+FdM3+rahZYe2qyHxlwfDCXs015P9yTUfr/tmtRWZF+73czNYeHPOjaS1UWSEovpk7ryRFTZuV05kwwFGuPGDcCP91yi+YYRy9MWEyg9ybt7FgASulEdK5AVCuNvPM1VE/jof7fs8vX8X+cm1F27Q/gmjUCAajg+YaDYYuDEPvXnzVq+vgZNCPh/3Bu4Pe8eutjzvkKXlG9khMDskxeUvGZEI4+Ua+kx/kZzAOLgMXfN6UBp2t5glpRfDlN0Bz4VM=</latexit>

p(z|x)
<latexit sha1_base64="iqypmH2FYUXQjM8UtFTYmeFMZt0=">AAACz3icdVJNbxMxEHWWr7J8pXDkYhEhFQmi3aShcKvgwrGVSFupG628zmxqxfau7FmasBhxhSu/hiv8Cv4N3iQSbFtGsvz8Zt5o7OeslMJiFP3uBNeu37h5a+t2eOfuvfsPutsPj2xRGQ5jXsjCnGTMghQaxihQwklpgKlMwnE2f9vkjz+AsaLQ73FZwkSxmRa54Aw9lXZfJAgLXPWp57DUBUI6MwDa1eVOkqn6o6OfaAMW7plLu72oH62CXgbxBvTIJg7S7c63ZFrwSoFGLpm1p3FU4qRmBgWX4MKkslAyPmczOPVQMwV2Uq/mcfSpZ6Y0L4xfGumK/VdRM2XtUmW+UjE8sxdzDfm/XNPRuiu7tchMtc+L9WztwTF/NamFLisEzddz55WkWNDmzelUGOAolx4wboS/OuVnzDCO3pkwmULu3bvSAzPLXB3143j43L/zy9ex31xbwf1F/G9IM1nBX0E0agSD0W6zjQZDF4ahdy++6NVlcDTox8P+4HC3t/9m4+MWeUyekB0Skz2yT96RAzImnHwnP8hP8is4DM6Dz8GXdWnQ2WgekVYEX/8ASAjhug==</latexit>
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º

º

log p(y|xO) = logE✏⇠q(T )(✏|xO) [p(y|✏)] ⇡ log
1

k

kX

i

p(y|✏i),
<latexit sha1_base64="aerw93NHcqpSgQ9tLDddsv62bl8=">AAADCnicdVLdbtMwGHXC3yh/HVxy80GF1EqoagbSdoM0gZC4Y0jrNqnJIsd1Uqt27NkOamXyBjwNd4hbXoBL3ganLWjp2CdZOj7n+/ORM8WZsaPR7yC8cfPW7Ts7dzv37j94+Ki7+/jEyEoTOiaSS32WYUM5K+nYMsvpmdIUi4zT02z+rtFPP1NtmCyP7VLRROCiZDkj2Hoq7f6KuSxA9eNMuGUNX6ABizr9OIA3ACsxFtjOssy9r1PXqDFVhnFZ1hAbJuDi3PWPB3W/LV1u5BM5ze0Etuf8Sx9ArFkxswnEWCktF/B3dq4xcVHt5s20SqTsfH5tl5QNAF6m3d5oOFoFXAXRBvTQJo7S3eBZPJWkErS0hGNjJtFI2cRhbRnhtO7ElaEKkzku6MTDEgtqErfyvoYXnplCLrU/pYUVe7nCYWHMUmQ+s/HRbGsNeZ3WdDT1f7u1yEy074v1bu3FbX6QOFaqytKSrPfOKw5WQvMvYMo0JZYvPcBEM/90IDPs3bf+93S8qdG2hVfByd4wejXc+/S6d/h2Y+8Oeoqeoz6K0D46RB/QERojEuwHSZAHRfg1/BZ+D3+sU8NgU/MEtSL8+QdaGfhJ</latexit>
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Experiments
MNIST datasets
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• Sequentially acquiring high-value information by 
selecting features that maximize

Experiments
Sequential Active Information Acquisition (SAIA)

19
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Experiments
Conditional image inpainting

20

1. Encode to


2. Using HMC, sample from 


3. Decode to 
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Conclusion

• We presented:


1. HH-VAEM: novel Hierarchical VAE improved with HMC with automatic hyperparameter optimization.


2. Novel sampling-based technique based on the Mutual Information estimation for efficient information 
acquisition.


• Based on the provided experiments, we demonstrate that our methods:


✓ Improve approximate inference in hierarchical VAEs wrt to the Gaussian approximation.


✓ Improve missing data imputation task.


✓ Improve prediction task.


✓ Improve active information acquisition task.
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