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Abstract

This thesis investigates the relationship between free constructions and monadic-
ity, uniting mathematics and theoretical computer science through the lens of Cat-
egory Theory.

A free construction, intuitively, is the cheapest way of endowing an object with
structure. Here, cheapest means that the object possesses exactly the necessary
properties — no more and no less — to support the desired structure. This can be
understood through the principle of “no junk and no noise”. The expression “no
junk” means that the object contains nothing beyond what arises from a chosen set
of generators from the original object, while “no noise” means that no additional
equations are imposed beyond those required by the structure itself.

Free constructions appear across diverse contexts, from free groups in alge-
bra to free monads that model computational effects in programming languages
theory. Category theory provides a unified framework in which both algebraic
structures and computational phenomena arise from the so-called free-forgetful
adjunctions, which in turn generate monads capturing the essence of these theo-
ries. The central question explored here is: When is the category of models of a
theory equivalent to the category of algebras for its associated monad? The answer
is provided by the notion of monadicity, formalized in Barr-Beck’s Monadicity The-
orem. Furthermore, this equivalence turns out to have profound implications in
universal algebra and even in theoretical computer science.

The thesis is structured as follows:

1. Chapter 1 offers an intuitive introduction to the key ideas.

2. Chapters 2 to 4 develop the categorical foundations in detail, covering ad-
junctions, monads, and the monadicity theorems.

3. Chapter 5 applies this framework to algebraic theories, demonstrating that
their categories of models are indeed monadic.



Chapter 1

Introduction

The history of mathematics is rarely a linear procession of orderly discoveries. In-
stead, it is often a tumultuous convergence of disparate streams—topology, alge-
bra, geometry, and logic—crashing together to form new, unified landscapes. The
subject of this thesis, Free Constructions and Monadicity, is one of the profound ex-
amples of this phenomenon in the 20th century.

To the contemporary student of Category Theory, Beck’s Monadicity Theorem
is often presented as a pristine technical criterion: a set of necessary and sufficient
conditions for a functor to be monadic. Similarly, to the computer scientist, the
Monad is often viewed merely as a design pattern for managing side effects. How-
ever, these modern crystallizations strip away the decades of intellectual struggle
that birthed them.

This thesis investigates the deep structural link between the process of generat-
ing structure, known as freeness, and the process of recognizing structure, referred
to as monadicity. To understand why these concepts are central to both mathe-
matics and computer science, we must first understand the historical crises that
necessitated them.

Historical Origins

The story begins in the 1950s, a period dominated by the rapid ascendancy of ho-
mological algebra. The central problem of this era was the computation of coho-
mology groups, which measures the topological or algebraic holes in a topologi-
cal space or algebraic structure. While the tools developed by Henri Cartan and
Samuel Eilenberg [ CE99 | were powerful, they faced a significant limitation known



as the additive bias—the machinery was strictly confined to linear and abelian cat-
egories.

The Standard Construction. In the years following World War II, the French
school of mathematics revolutionized topology through the invention of sheaf the-
ory. A sheaf tracks local data across a global space. However, computing the co-
homology of a sheaf required an injective resolution—a sequence of embeddings
into injective objects. In the category of sheaves, injective objects are monstrously
complex, large, and opaque. The theory was elegant, but the machinery required
to compute it was intractable.

The breakthrough came in 1958 with Roger Godement’s treatise on algebraic
topology. Godement [God58] introduced a radical new method for constructing
resolutions based on flasque (flabby) sheaves. Unlike injectives, flabby sheaves had
a concrete geometric definition. More importantly, Godement discovered a canon-
ical way to embed any sheaf into a flabby sheaf via a functor T. This construction
came equipped with natural maps that allowed one to iterate the process, gener-
ating a sequence:

F—=TF—TTF — ...

This sequence, which Godement termed the standard construction, was guaranteed
to be acyclic, allowing for the computation of cohomology without ever appealing
to opaque injective objects.

Structurally, Godement’s construction consisted of an endofunctor T equipped
with two natural transformations: a unit n that embedded the sheaf into the con-
struction, and a multiplication p that collapsed the iteration. The community began
to realize that the standard construction was not a trick for sheaves; it was a universal
mechanism for resolving structure.

The Formalization of Triples. The transition from these ad-hoc constructions to
a formal theory was catalyzed by the discovery of adjoint functors by Daniel Kan
in 1958 [Kan58]. It took several years for the community to realize the profound
connection: every standard construction was the shadow cast by an adjunction.

This realization was formalized in the seminal 1965 paper by Samuel Eilenberg
and John C. Moore, Adjoint functors and triples [EM65]. They demonstrated that
every adjoint pair F - U gives rise to a triple,

T = (T,n,p)

which is now called a monad, on the domain category. The unit of the adjunction
7 becomes the unit of the monad, and the counit yields the multiplication p.



This simple observation changed the landscape of algebra. It meant that every
time a mathematician defined a free object—a free group, a free ring, or a polyno-
mial algebra—they were implicitly creating a monad. Eilenberg and Moore went
further, asking the inverse question: Given a monad T, can we reconstruct the
adjunction that generated it? Their answer was the construction of the Eilenberg-
Moore Category A", the category of algebras over the monad. This unified the con-
cept of algebraic structure under a single banner.

Beck’s Insight. This brings us to the central figure of the theoretical develop-
ment: Jonathan Beck. Working in the mid-1960s, Beck sought to shatter the addi-
tive bias of homological algebra. He wanted to define a cohomology theory that
applied universally to any algebraic structure—groups, Lie algebras, and abstract
monoids. To legitimize his new Triple Cohomology, Beck needed to prove it matched
classical results. Specifically, in the classical theory of rings, the second cohomol-
ogy group classifies singular extensions. Beck faced a critical challenge: he needed
to treat the messy, concrete category of singular extensions over X as a category of
algebras itself. He needed to show that the operations of forming extensions be-
haved exactly like the operations of an algebra over a monad.

This necessity birthed the Monadicity Theorem, which was originally known as
the Tripleability Theorem. Beck identified that algebraic structure is essentially about
coequalizers. In algebra, we define structures using generators and relations. Cat-
egorically, generators correspond to free objects, and relations correspond to co-
equalizers that capture quotients. Beck’s insight, that the coequalizer is the cate-
gorical essence of an equation, provided the rigorous authorization to treat non-
linear categories using the powerful machinery of the Eilenberg-Moore category. It
is worth noting that these same conditions would later prove fundamental in alge-
braic geometry, specifically in characterizing the effectiveness of descent for gluing
local geometric structures [BR70].

Alternative Perspectives: Lawvere and Linton. Parallel to the development of
monadicity, FW. Lawvere introduced a distinct categorical framework for univer-
sal algebra in 1963 [Law63]. Rather than focusing on endofunctors, Lawvere de-
fined an algebraic theory as a small category £ with finite products, where the ob-
jects are natural numbers representing arities. In this framework, an algebra is
simply a product-preserving functor from L to the category of sets. This approach
offered a coordinate-free, syntax-independent definition of algebraic structure that
elegantly handled finitary operations. In 1966, Linton demonstrated that the cat-
egory of algebras for a finitary monad is equivalent to the category of models for



a Lawvere theory [Lin66]. Linton’s work clarified that while Lawvere theories
were conceptually cleaner for classical finitary algebra, the monadic approach was
more general, capable of handling infinitary structures, such as compact Hausdorff
spaces, where operations have infinite arity. This synthesis ensured that algebraic
structure was a unified concept, regardless of the categorical tool used to describe
it.

Moggi and Computational Effects. The bridge to computer science was built
by Eugenio Moggi in 1991. Moggi observed that impure features—like modify-
ing memory state, raising exceptions, or non-determinism—could be modeled by
wrapping the return type of a function in a monad T [Mog88, Mog91]. For ex-
ample, the State Monad models computations that read and write to a store. The
List Monad models non-determinism. This insight revolutionized functional pro-
gramming by showing that the abstract machinery of monads could encapsulate
effectful behavior within a pure functional language.

Algebraic Effects. While Moggi established that computational effects can be
modeled by monads, this approach faces a significant practical limitation: mon-
ads do not compose naturally. The combination of two monads is not necessarily
a monad, making it difficult to combine different effects in a modular way. Gor-
don Plotkin and John Power addressed this by grounding effects in the theory of
Algebraic Effects [PP02, PP03]. In this view, an effect is not an opaque functor but
is defined by primitive commands and laws that govern their behavior. Crucially,
algebraic theories compose easily via the sum of their signatures and the union of
their equations. This perspective returns us to the free construction: operations
generate a free monad that represents raw syntax, and equations impose a quotient
that captures the logic of the effect.

Free Monad: An Intuitive Introduction

Free constructions often appear with a universal property, which is intuitively the
best or most general way to impose some structure. In this section, we develop
an intuitive understanding of free monad, which is one kind of free construction for
obvious reasons. Free monads are used in functional programming languages like
Haskell to represent syntax of a computational effect.



Signatures as functors. To understand how computational effects can be treated
as algebraic structures, we must first formalize the notions of operations and laws
using the language of category theory. The starting point for any algebraic theory
is a signature, which specifies the interface of the algebraic structure.

A signature X is a collection of pairs (op;, ar;);c;, where each op; is called an op-
eration symbol and ar; € Nis called its arity. An endofunctor X on Set generalizes
the concept of a signature, that is, for a signature having a set of operation symbols
a; of arity i (for each i > 0), we define a functor X : Set — Set by the polynomial
formula:

SX =ap+a x X +ayx X2+ +a, x X" (1.1)

where a; is a finite set indexing the i-ary operations.

This endofunctor ¥ captures the shape of one-level ¥-operations: given a set
X of inputs, XX is the set of all single-step computations one can build—either a
nullary operation (there are ay ways to do that) or an i-ary operation with choices
of 7 inputs from X.

Example 1.1 (The Signature of Monoids). Consider the theory of monoids, Mon.
The signature is given by Xyon = {(*,2), (e,0)}, consisting of a binary multiplica-
tion and a nullary unit element. Categorically, this corresponds to the functor:

Smon(X) = 1+ X?

Here ay = 1 represents the constant e, and a; = 1 represents the binary operation
*.

Syntax as free monads. From a signature 3, we construct the raw syntax or terms.
Let ' = {x1,...,2,} be a context of variables. The set ¥*(I") of all well-formed X-
terms is defined inductively: every variable is a term, and if op is an n-ary opera-
tion, then op(ty, . .., t,) is a term. That is, terms are trees where leaves are variables
and internal nodes are operations. From the endofunctor perspective, the set of
terms >*(I") is a solution of the set equation up to isomorphism:

() =T+ 384l (1.2)
and one solution is given by the least fixed point:
SHX) = uV.X + XY

This construction lifts ¥ into another functor ¥* : Set — Set, where ¥*X = (X))
is the set of Y -terms with variables drawn from X . There are two natural structures
that come with this functor:



1. The injection nx : X — ¥*X, which embeds variables as trivial terms.

2. The flattening px : £*3*X — 3*X, which performs substitution. It takes a
term-of-terms and flattens it into a single term by replacing variables with the
terms they hold.

And in fact, for readers familiar with Haskell, this construction is exactly the Free
monad over the functor 3. Equation (1.2) could be implemented using an alge-
braic data type in Haskell,

data Free (f :: Type -> Type) a

= Pure a
| Op (£ (Free f a))

which directly corresponds to the fixed point isomorphism above: a term is either
a pure variable from I' or an operation applied to sub-terms from X¥*(I"). Here,
Pure corresponds to the injection of variables 7x, and Op wraps one layer of the
functor £, inductively building the tree structure of terms.

We can show that this is indeed a monad by defining the monadic operations.
we must define the binding operation, which corresponds to syntactic substitution.

instance (Functor f) => Monad (Free f) where
return = Pure
(Pure x) >>= g = g x
(Op y) >>= g = 0p $ fmap (>>= g) y

The return function simply lifts a value into a leaf node. The bind operator
(>>=) takes a syntax tree and a function g that maps variables to new syntax trees.
It traverses the structure: if it encounters a variable Pure x, it replaces it with the
tree generated by g x. If it encounters an operation Op, it recursively applies the
substitution to the children. This is precisely the implementation of the monad
multiplication y, which grafts new trees onto the leaves of an existing tree.

Notably, a Free monad is indeed free, in the sense that there is a universal prop-
erty of 3*X. This computational view aligns perfectly with the categorical defi-
nition. The free monad X* satisfies a vital universal property: it is the most gen-
eral monad generated by the functor . Formally, for any monad (T, n”, u*) and
any natural transformation a : ¥ — T, there exists a unique monad morphism
& : ¥* — T such that

don=n
for all sets X.



Thesis Structure

This thesis explores the mathematical machinery that enables this unification. We
will journey from the basic definitions of categories to the advanced criteria of the
Monadicity Theorem, culminating in their application to algebraic theories.

Chapter 2. The Basic Language establishes the foundational vocabulary of Cate-
gory Theory. We introduce functors, natural transformations, and the crucial con-
cept of Adjunctions, which generate free constructions. We also detail the theory
of limits and colimits, specifically Coequalizers, which act as the categorical gener-
alization of equations.

Chapter 3. Monads and Algebras formally defines the Monad and its associated
algebras. We explore the two canonical resolutions of a monad: the Kleisli Category
(representing free algebras/syntax) and the Eilenberg-Moore Category (represent-
ing all algebras/semantics). We show how the Free Construction naturally leads
to these structures.

Chapter 4. Monadicity Theorems forms the technical core of the thesis. We present
Beck’s Monadicity Theorem and its variants. We analyze the subtle distinctions be-
tween “Weak,” “Crude,” and “Precise” monadicity. A significant portion of this
chapter is dedicated to the role of Coequalizers—specifically split, reflexive, and ab-
solute coequalizers—in determining when a functor is monadic. We demonstrate
that the “exactness” conditions of the theorem are precisely what is needed to re-
construct the algebraic structure from the monad.

Chapter 5. Algebraic Theories applies this framework to the study of algebraic
structures. We prove the correspondence between equational theories and Mon-
ads. We show that the category of models for an algebraic theory is strictly monadic
over the category of sets. Finally, we connect this back to Algebraic Effects, illustrat-
ing how computational notions arise as algebras for a theory defined by operations
and equations.

In summary, this thesis demonstrates that the seemingly abstract machinery of
Monadicity is, in fact, the rigorous bridge between Syntax and Semantics. Whether
in the context of mathematical homology or programming language effects, monadic-
ity realizes the insight that structure is not accidental—it is generated by opera-
tions, governed by equations, and characterized by the preservation of exactness.



Chapter 2

The Basic Language

Category theory provides a unifying language for formalizing relationships be-
tween mathematical structures, often with a hierarchical character. Usually one
begins with the basic notion of a category, and relations between categories are ex-
pressed by functors. Furthermore, we can study relations between these functors,
called natural transformations. These ideas can be extended to higher-dimensional
structures, but in this thesis we work only with categories, functors, and natural
transformations; Section 2.1 introduces these notions and their basic properties.

Freeness captures a certain best or universal aspect of constructions, and cate-
gory theorists formalize this through universal properties. We will focus on uni-
versal properties in Section 2.2, especially those whose internal universal character
is closely tied to freeness, most notably adjunctions (Section 2.3).

2.1 Categories, Functors and Natural
Transformations

A category is the basic building block of Category Theory. It is designed to be ab-
stract enough, with only a few essential constraints, to capture the general essence
of mathematical structures and the relationships between them. From the perspec-
tive that mathematicians prefer structures that are beautiful and well-behaved, cat-
egories distill the most essential properties of such structures. In this section, we
study the basic notions and properties of categories and functors, which describe
transitions or mappings between categories. Finally, we introduce natural trans-
formations, which are higher-level transitions between functors.

Definition 2.1 (Category). A category A consists of



(1) A collection of objects, denoted Ob A

(2) For each pair of objects A, B € ObA, a collection of morphisms (or arrows)
from A to B, denoted Homy (A, B) or A(A, B). The collection of all morphisms
in A is denoted Hom A.

(3) For each object A € Ob A, an identity morphismid, : A — A
(4) For each triple of objects A, B, C' € Ob A, a composition law
o: A(B,C) x A(A,B) — A(A,C)

such that the following axioms hold:

Associativity. For morphisms f: A — B,g: B —C,andh:C — D,
(hog)of=ho(gof)
Identity. For any morphism f: A — B,
foidsy = f=idgof

A category A is called small if the Ob A is a set, and for each pair of objects
A, B € ObA, the set A(A, B) is also a set. A category A is called large if it is not
small.

A lot of mathematical structures can be organized into categories, for example:

Set. The category of sets, where objects are sets and morphisms are functions be-
tween sets;

Grp. The category of groups, where objects are groups and morphisms are group
homomorphisms;

Top. The category of topological spaces, where objects are topological spaces and
morphisms are continuous functions between topological spaces.

Additional mathematical structures are described in Appendix A, with proofs of
well-definedness.

Morphisms generalize the notion of homomorphisms, which are maps preserv-
ing structures of mathematical objects. In Category Theory, we also care about
special morphisms that capture important properties of objects and their relation-
ships, in particular, monomorphisms and epimorphisms and isomorphisms.
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Definition 2.2 (Monomorphism, Epimorphism and Isomorphism). A morphism
f:X — Yina category A is called a

monomorphism if for any two morphisms g, h : Z — X in A,
fog=foh = g=h.
epimorphism if for any two morphisms g,k : Y — Zin A,
gof=hof = g=nh.
isomorphism if there exists a morphism g : Y — X such that:
gof=idxy and fog=idy
we write X = Y and call g the inverse of f.

A monomorphism generalizes the notion of injective functions, while an epi-
morphism generalizes the notion of surjective functions. It’s clear from the defini-
tion that a morphism is an isomorphism if and only if it is both a monomorphism
and an epimorphism.

The functor is the first category-theoretic concept that is subtle and different
from what we usually see in traditional mathematical structures.

Definition 2.3 (Functor). A functor F : A — B from a category A to a category B
consists of

(1) Amapping F: ObA — ObB

(2) Amapping F : Hom A — Hom B. In particular, for each pair of objects X, Y €
Ob A, a mapping
F:AX,Y)— B(FX,FY)

satisfying:
(1) Identity preservation: Fidx = idgpx for all X € Ob A

(2) Composition preservation: F(go f) = Fg o F f for all composable morphisms
f,gin A

When we speak of functors without qualification, we mean covariant functors,
which preserve the direction of morphisms as defined above. A contravariant func-
tor F : A — Breverses the direction of morphisms, mapping A(A, B) to B(FB,FA)
and satisfying F(g o f) = F f o Fg for composable morphisms f, g.
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Example 2.1 (Forgetful Functor on Grp). The forgetful functor U : Grp — Set
sends each group (G, ) to its underlying set G and each group homomorphism
f + G — H to the underlying function f : G — H. This functor forgets the group
structure, retaining only the set structure. We will encounter more general forget-
ful functors in later chapters.

To see that U is a well-defined functor, we need to verify the two functoriality
properties:

(1) Identity preservation: For any group (G, -), the identity morphism in Grp is
the identity group homomorphismidg : G — G. Applying the forgetful func-
tor, we have U(id¢) = idg, which is indeed the identity function on the under-
lying set G.

(2) Composition preservation: For any two composable group homomorphisms
f:G— Handg: H — K, their composition in Grp is given by (g o f)(x) =
g(f(z)) for all z € G. Applying the forgetful functor, we have U(go f) = go f,
which is exactly the composition of the underlying functions Uf : G — H and
Ug: H — K in Set.

Another important example of functors is the free functor, which constructs
free objects in a category from objects in another category. For example, the free
group functor constructs the best group out of a set.

Example 2.2 (Free Group Functor). The free group functor F : Set — Grp sends
each set S to the free group F'S generated by S, and each function f : X — Y to
the unique group homomorphism Ff : FX — FY extending f. In particular, for
a given set S, define S~! = {s7! | s € S} as the set of formal inverses of elements
in S. The free group F'S consists of all finite words (S U S~')* formed by elements
of S U S™1, subject to the equivalence relation ~ induced by the group axioms

5§71~ g,

s1(s283) ~ (s152)s3,

ES ~ &~ S¢E.

InFS, € denotes the empty word, which serves as the identity element of the group.
The well-definedness of the free group requires proving confluence and termina-
tion of the reduction system, which is a standard result in combinatorial group
theory and is therefore omitted here.

To see that F is a well-defined functor, however, is more complicated than the
forgetful functor in example 2.1. We could unfold all technical details and verify
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the functor laws directly, but an easier way is to use the universal property of free
groups, which states the following. For any set S and any group G, given a function
[ : S — UG, there exists a unique group homomorphism f : FS — G such that
the following diagram commutes:

where 15 : S — FS§ is the canonical injection mapping each element s € S to the
corresponding generator in F.S. Using this universal property, we can verify the
functoriality of F:

(1) Identity preservation. For any set S, the identity function idg : S — S induces
a unique group homomorphism Fidg : FS — FS such that Fidg o 15 = t5. By
uniqueness in the universal property, we have Fidg = idpg.

(2) Composition preservation. For any two composable functions f : X — Y
and g : Y — Z, the composition g o f : X — Z induces a unique group
homomorphism F(go f) : FX — FZ such that F(go f)otx =tz0(go f). On
the other hand, f and g induce unique homomorphisms Ff : FX — FY and
Fg:FY — FZ satisfying Ff oux =ty o fand Fg o vy = 15 0 g. Composing
these,

(FgoF flovx = Fgo(F forx) = Fgo(iyof) = (Fgory)of = (1z0g9)of = 1z0(gof).

By the uniqueness part of the universal property, we conclude that F(go f) =
FgoF/f.

There is a structure behind the universal property, called adjunction, which we will
study in section 2.3.

Finally, natural transformations provide a way to describe the transitions be-
tween functors, concretizing the vague idea of naturality in mathematics.

Definition 2.4 (Natural Transformation). Let F, G : A — B be functors. A natural
transformation n) : F = G consists of a morphism 4 : FA — GA in B for each
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object A € Ob A, such that for every morphism f : A — Bin A, Gfonay =ngoFf,
i.e. diagram (2.1) commutes:

FA ™ . GA

Ffl le (2.1)

FB —— GB
nB

If every component 4 : FA — GA is an isomorphism in B, we call 7 a natural
isomorphism and write F = G.

Example 2.3 (Identity Natural Transformation). For any functor F : A — B, the
identity natural transformation idg : F = F is defined by (idg) 4 = idp 4 for all objects
A.

This hierarchical structure of functors and natural transformations allows us to
relax the strict notion of isomorphism between categories to a more flexible and
weaker concept called equivalence of categories, which are more common in prac-
tice.

Definition 2.5 (Equivalence of Categories). Two categories A and B are equivalent,
written as A ~ B, if there exist functors F : A — B and G : B — A such that:

GF = ld_,q and FG = ldB

where id4 and idg are the identity functors.

2.2 Universal Constructions: Limits and Colimits

This section introduces limits and colimits, which are fundamental concepts in cat-
egory theory and generalize many familiar constructions from algebra and topol-
ogy, including products, coproducts, equalizers, and coequalizers. For example,
the product of two topological spaces (with the product topology) is a limit in
Top. There are two noteworthy internal features of category-theoretic definitions
that will appear in this section: duality and universal properties. The Duality Prin-
ciple allows us to obtain the definition of colimits directly from that of limits by
reversing the direction of all morphisms. Universal properties capture the essence
of constructions by characterizing them through their relationships with other ob-
jects, rather than through their internal structure.
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2.21 Diagrams and Cones

To define limits and colimits precisely, we need a few fundamental concepts: di-
agrams and cones/cocones. Intuitively, a diagram is a configuration of objects and
morphisms in a category that we wish to study.

Definition 2.6 (Diagram). Let J be a small category. A diagram of shape J in a
category A is a functor D : § — A.

A cone represents a way of looking at this diagram from a particular vantage
point: it consists of a single object together with morphisms to each object in the
diagram, such that these morphisms respect the structure of the diagram, while
a cocone represents a way of assembling the objects in the diagram into a single
object, again respecting the structure of the diagram.

Definition 2.7 (Cone). Let D : § — A be a diagram. A cone over D consists of
e An object C' € Ob A (the apex of the cone)
e For each object j € ObJ, a morphism 7; : C — Dj

Such that for every morphism f : j — k in J, diagram (2.2) commutes:

c "™ ., Dk

\l [Df (2.2)

Dj
Thatis, Df o; = 7.

Definition 2.8 (Cocone). Let D : § — A be a diagram. A cocone under D consists
of

e An object C' € Ob A (the apex of the cocone)
e For each object j € Obd, a morphism ¢; : Dj — C

Such that for every morphism f : j — k in J, diagram (2.3) commutes:

D; 2, pDp
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Thatis, (o Df = ¢;.

The universal nature of limits arises when we ask: What is the best or most
general way to look at a given diagram? Similarly, colimits arise when we ask
for the most efficient way to assemble the objects in a diagram into a single unified
structure.

2.2.2 Limits

Definition 2.9 (Limit). Let D : J — A be a diagram. A limit of D, denoted by
lim D, is a cone (L, {7;};e5) over D that is universal in the sense that for any other
cone (C,{¢;},eg) over D, there exists a unique morphism u : C' — L such that
mjou=¢;forall j € J.

A limit represents a class of structures, and two of them are of special interest
to us: products and equalizers.

Definition 2.10 (Product). Let J be a discrete category with two objects. A diagram
D : J — A consists of two objects A, B. A limit of this diagram is a product A x B
together with projection maps 7 : Ax B — Aand 1y : A X B — B.

The universal property states that for any object C' with morphisms f : C' — A
and g : C' — B, there exists a unique morphism (f,g) : ¢’ — A x B such that
m o (f,g) = fand my 0 (f, g) = ¢g. In particular, diagram (2.4) commutes:

C

% <fvg> g (2'4)

Many familiar structures are products in various categories, for example

Set. The product object of two sets is their cartesian product equipped with the
standard projection functions.

Grp. The product object of two groups is their direct product equipped with the
componentwise group operation and projection homomorphisms.

Top. The product object of two topological spaces is their cartesian product equipped
with the product topology and projection continuous maps. This also gives a
much clearer definition of product topology, as the coarsest topology making
the projection maps continuous.
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Detailed verifications that these constructions satisfy the universal property of
products can be found in Appendix A.

Definition 2.11 (Equalizer). Let J be the category with two objects and a parallel
pair of morphisms between them. A diagram D : J — A consists of two objects
A, B and two morphisms f,g : A — B. A limit of this diagram is an equalizer
eq(f, g) together with a morphism e : Eq(f,g) — Asuch that foe=goe.

The universal property states that for any object C with a morphismh : C' — A
such that f o h = g o h, there exists a unique morphism u : C' — Eq(f, g) such that
eou = h. In particular, diagram (2.5) commutes:

!
eq(f7g> % A _— B

. / g (2.5)
h

C

Example 2.4 (Equalizer in R-Mod). Given a ring R, the kernel of a ring homomor-
phism f : M — N between R-modules is the equalizer of f and the zero morphism
0: M — N.

Proof. By R-module homomorphism theorem ker f < M and the inclusion map
i : ker f — M satisfies f o ¢ = 0 o4 For any R-module C' with a morphism
h : C — M such that f o h = 0 o h, the image of & lies in ker f, so there exists
a unique morphism u : C' — ker f such thati o u = h. O

2.2.3 Colimits

A good thing about Category Theory is duality: proving a result establishes its
dual for free! In this case, we can obtain the definition of colimits directly from
that of limits by reversing the direction of all morphisms.

Definition 2.12 (Colimit). Let D : § — A be a diagram. A colimit of D, denoted
by colim D, is a cocone (L, {¢;};e5) under D that is universal in the sense that for
any other cocone (C, {¢;},e7) under D, there exists a unique morphism v : L — C
such that wo; = ¢; forall j € J.

Dually, two important examples of colimits are coproducts and coequalizers.
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Definition 2.13 (Coproduct). Let J be a discrete category with two objects. A
diagram D : J — A consists of two objects A, B. A colimit of this diagram is a
coproduct A + B together with inclusion maps t; : A - A+ Band «,: B— A+ B.

The universal property states that for any object C' with morphisms f: A — C
and g : B — C, there exists a unique morphism [f,g] : A+ B — C such that
[f,g] 0wt = fand [f,g] o2 = g. In particular, diagram (2.6) commutes:

A—2 s A+ B«+2 B

\ [f% (2.6)
¢

Many familiar structures are coproducts in various categories.

Example 2.5 (Coproducts in Set). In the category Set (see definition A.1), the
coproduct of sets X and Y is the disjoint union X UY = U;cixy3(i x {i}) with
canonical inclusions tx : X — X UY sending z to (z,X)and ¢ty : ¥ — X ULY
sending y to (y,Y). Given functions f : X — Zand g : Y — Z, the unique
mediating morphism is [f, g] : (2,i) — f(z)if i = X and g(z) if i = Y.

Example 2.6 (Coproducts in Grp). In the category Grp (see definition A.12), the
coproduct of groups G and H is the free product G = H, which consists of all words
in the elements of G and H modulo the relations that hold within each group. The
inclusions are the canonical embeddings of G and H into the free product.

Example 2.7 (Coproducts in Top). In the category Top (see definition A.13), the
coproduct of topological spaces (X, 7x) and (Y, 7y) is the disjoint union X 1Y
equipped with the disjoint union topology, where a set U C X UY is open if and
onlyif UNX € 7x and U NY € 1y. The inclusions are continuous maps.

The dual notion to equalizers are coequalizers.

Definition 2.14 (Coequalizer). Let J be the category with two objects and a parallel
pair of morphisms between them. A diagram D : § — A consists of two objects
A, B and two morphisms f,g : A — B. A colimit of this diagram is a coequalizer
coeq(f, g) together with a morphism ¢ : B — coeq(f, g) such thatgo f =qgog.
The universal property states that for any object C' with a morphism h : B — C
such that h o f = h o g, there exists a unique morphism u : coeq(f,g) — C such
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that u o ¢ = h. In particular, diagram (2.7) commutes:

f
—
A g

(2.7)

u

B—% coeq(f, g)

C

Coequalizers generalize the notion of quotient structures in algebra. Examples
of coequalizers, however, will be discussed in more detail in section 4.1, as they
play a crucial role in charactering monadicity.

While limits and colimits are dual concepts thus in general different, they can
coincide in certain categories or under specific conditions. The following result
demonstrates this subtlety, that is, for finite families of R-modules, products (di-
rect products) and coproducts (direct sums) coincide, while for infinite families,
they generally differ.

Example 2.8 (Product and Coproduct in R-Mod). Let R be a ring with 1 and con-
sider the category R-Mod of R-modules (see definition A.14). For a finite family
of R-modules {};};c; indexed by a finite set I, the direct product [];c; M, and the
direct sum @,; M; are isomorphic. For an infinite family, they generally differ.

Proof. For a finite index set I, the direct sum @,c; M; is defined as the submod-
ule of [[;,c; M; consisting of those tuples with only finitely many nonzero compo-
nents. Since [ is finite, every tuple has only finitely many nonzero components, so
@®icr M; = Il;cr M;. The canonical inclusions and projections witness this isomor-
phism.

For an infinite index set, consider the direct product [[;cy R and direct sum
@;cn R where R is a nonzero ring. The element (1,1, 1,...) € [[;cy R has all entries
nonzero, so it does not belong to @;cy R. Hence [T;cny R 2 @jen R. Il

2.3 Adjunctions

An adjunction is the second best thing we can know about two categories other
than being equivalent. In the literature, there are multiple definitions of adjunc-
tions. Some sources define adjunctions in such a way and use other definitions
as propositions. We will provide three definitions of adjunctions and prove their
equivalence.
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Definition 2.15 (Adjunctions via unit-counit). An adjunction between categories
A and B consists of

(1) A pairof functorsF: A — Band G: B — A

(2) Natural transformations n : ids = GF (the unit) and ¢ : FG = idg (the
counit)

such that the following triangle identities in diagram (2.8) and (2.9) hold:

F —" . FGF G =5 GFG
| “ (28) | “GE 29)
idg idg
F G

We write F 4 G : A — B and say that F is left adjoint to G and G is right adjoint
to F. When A and B are clear from context, we write F - G.

Before exploring the formal structure of adjunctions, we introduce some termi-
nology that will help illustrate the concept. A forgetful functor is a functor defined
by forgetting some structure. For example, the forgetful functor in example 2.1 from
Grp to Set forgets the group structure, remembering only the underlying set. Al-
though the term has no precise definition in the literature, it is used whenever a
functor is obviously defined by forgetting structure. When U : B — A is a forget-
ful functor and X is an object in A, a free B-object on X with respect to U is an object
FX (up toisomorphism) that satisfies a universal property, and F is called the free
functor.

Example 2.9 (Free-Forgetful Adjunction between Set and Grp). The free-forgetful
adjunction between Set and Grp consists of the functors F : Set — Grp and U :
Grp — Set and the natural transformations 7y : X — UFX and ¢ : FUG — G
such that diagrams in Definition 2.15 commute.

The unit nx sends each element x € X to the corresponding generator in the
free group FX. The counit e sends each word in the free group on the underlying
set of G to its evaluation in G.

There are two alternative but equivalent characterizations of adjunctions that
will be useful in different contexts.
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Definition 2.16 (Adjunctions via Hom-set). An adjunction between categories A
and B consists of

(1) A pairof functorsF: A — Band G: B — A

(2) A natural isomorphism |—| : B(F—,—-) — A(—,G—) with inverse [—] :
A(—,G-) - B(F—,—)

That is, for each object A € Ob A and B € Ob B, there is a bijection:
|—]ap:B(FAB)— A(A GB)

such that for any morphisms f : A" - Ain Aand g : B — B’ in B, diagram (2.10)
commutes:

B(FA, B) 24, 4(A,GB)

go()oFf‘ ‘Ggo()of (210)

) [=lar B

B(FA, B’ A(A",GB')

Definition 2.17 (Adjunctions via universal property). An adjunction between cat-
egories A and B consists of

(1) AfunctorG: B — A

(2) For each object A € Ob A, an object FA € ObB and a morphism 74 : A —
GFA

such that for each object A € ObA and each morphism f : A — GB in A, there
exists a unique morphism f : FA — B in B making diagram (2.11) commute:

A" . GFA

\\;\\\N le (2.11)

GB

These three definitions offer different perspectives on adjunctions: the unit-
counit definition emphasizes the natural transformations, the hom-set definition
reveals the duality between left and right adjoints, and the universal property def-
inition connects to universal constructions. We now establish their equivalence.
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Theorem 2.1 (Equivalence of Adjunction Definitions). The three definitions of ad-
junction given above are equivalent.

Proof. We will show the implications in a cycle: Definition 2.15 = Definition 2.16
= Definition 2.17 = Definition 2.15.

Definition 2.15 = Definition 2.16. Given the unit-counit definition, we define the
natural isomorphism | —| by:

|f] =Gfona
for f : FA — B. The inverse is given by:

[g] =epoFyg
forg: A — GB.

To verify naturality, consider morphisms h : A” — Aand k : B — B’. We need to
show:
|kofoFh| =Gko|f]oh

This follows from the naturality of  and the functoriality of G:

lkofoFh| =GkofoFhona
=GkoGfoGFhony
=GkoGfomnuoh
=Gko|f]oh

The triangle identities ensure that | — | and [—| are indeed inverses.

Definition 2.16 = Definition 2.17. Given the natural isomorphism |—|, we define
the unitn, : A — GFA as:

na = |idpa]
The universal property follows from the naturality of | —|. Given f : A — GB, we
define f = [f]. The commutativity of the diagram follows from the naturality of

-]
Definition 2.17 = Definition 2.15. Given the universal property, we can extend F
to a functor by defining Ff = Gfony for f: A — A’

We define the counit ez : FGB — B as ep = idgp. The triangle identities follow
from the universal property and the uniqueness of the mediating morphisms. [J
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We explicitly state the Hom-set formulation of adjunctions in terms of the unit
and counit from Theorem 2.1 as a proposition.

Proposition 2.1 (Adjoint transposition). Let F 4 G : A — B be an adjunction with
unit n and counit €. Then for every A € Ob(A) and B € Ob (B) there is a natural
bijection

|—|:B(FA, B)=Z A(A,GB) : [—]

sending a morphism h : A — GB to its adjunct
[h] :=epoFh:FA— B,

with inverse given by
|h] :=Ghons: A— GB.

These assignments are mutually inverse.

Adjunctions capture the idea of optimal approximation between categories, they
are weaker than equivalences, but still have strong structural implications and
well-behaved properties. A fundamental result about adjoint functorsis their unique-
ness up to natural isomorphism.

Lemma 2.1 (Uniqueness of adjoint functors). If F and F' are both left (right) adjoints
toG:B — A, then F = F’ naturally.

Proof Sketch. By the Yoneda Lemma', the natural isomorphism
induces a natural isomorphism F = F’. The case for right adjoints is similar. [

Adjunctions can also be composed to form new adjunctions, just like equiva-
lences.

Lemma 2.2 (Composition of Adjunctions). Given adjunctions F 4 G : A — B and
FF4G :B—-2¢C

F F/oF
A 1 B T C ~ A T 0
G G/ GoG/

then the composition ¥’ o F 4 G o G’ : A — C is an adjunction.

Yoneda Lemma is beyond the scope of this thesis, so we are only providing a sketch of proof.
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Proof. There are natural isomorphisms C(F'Fz,y) = B(Fz,G'y) = A(x, GG'y),
the first defined using F’ and G’ and the second defined using F and G. O

All properties are preserved under an isomorphism of categories, most prop-
erties are also preserved under an equivalence of categories. Since adjunctions
are weaker than equivalences, what are the properties preserved by adjunctions?
It turns out adjunctions exhibit important preservation properties with respect to
limits and colimits.

Theorem 2.2 (Right Adjoints Preserve Limits). If F 4 G : A — B, then G preserves
all limits that exist in B.

Proof. Let (L,{n;}) be a limit of a diagram D : J — B. We need to show that
(GL,{Gr;})isalimitof GoD : J — A. Given any cone (C,{¢,}) over G o D, by
the adjunction, each ¢; : C' — GD, corresponds to a unique morphism v; : FC' —
D,. The collection {7);} forms a cone over D, so there exists a unique morphism
u : FC' — L such that 7; o u = 9, for all j. By the adjunction again, u corresponds
to a unique morphism @ : C — GL such that Gmjou = ¢; for all j. This establishes
the universal property of the limit. O

By duality, left adjoints preserve colimits.

Theorem 2.3 (Left Adjoints Preserve Colimits). If F 4 G : A — B, then F preserves
all colimits that exist in A.

We conclude this chapter with some notable examples of adjunctions that illus-
trate their ubiquity and utility in various mathematical contexts.

Example 2.10 (Product-Hom Adjunction). In the category Set, for any set A, we
have an adjunction?:

(—) x A-Set(A,—): Set — Set

This adjunction embodies the mathematical formalization of currying. The natural
isomorphism states that a function f : X x A — Y from the cartesian product
corresponds uniquely to a function f : X — Set(A,Y) that takes an element of X
and returns a function from A to Y

Set(X x A,Y) = Set(X,Set(A4,Y))

?Being Cartesian-closed should be enough.
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Explicitly, for f : X x A — Y, we define f(z)(a) = f(z,a). Conversely, given g :
X — Set(A,Y), we define g(z,a) = g(x)(a). This is exactly currying: transforming
a function of two arguments into a function that returns another function. The
unit ny : X — Set(A, X x A) sends x to the function a — (z, a), while the counit
ey : Set(A,Y) x A — Y is the evaluation map (f,a) — f(a).

In fact, for readers familiar with functional programming, example 2.10 cap-
tures the essence of how functions are treated in languages like Haskell or ML,
where functions are inherently curried.

-- currying
curry :: ((a, b) -> ¢) -> (a -> b -> ¢)
curry £ x y = £ (x, y)

-- uncurrying
uncurry :: (a -> b -> c) -> ((a, b) -> c)
uncurry f (x, y) = f x y

This principle of a natural Hom-set isomorphism definition 2.16 is not limited to
Set. It finds a classical formulation in order theory, where the adjunction manifests
as a Galois connection.

Example 2.11 (Galois Connections as Adjunctions). A Galois connection between
partially ordered sets (P, <p) and (@), <) consists of two monotone functions f :
P—Qandg:(Q — Psuchthatforallp € Pand g € Q:

flp) <o q <= p<pylq)

We say that f is the lower adjoint and g is the upper adjoint.

In fact, a Galois connection is precisely an adjunction in the category Pos of
posets. Specifically, viewing posets as categories where there is a unique mor-
phism p — ¢ if and only if p < ¢, the condition

fp) <q = p<gq

becomes the natural bijection of hom-sets:

Q(f(p),q) = P(p,9(q))

In programming language semantics, type inference and program analysis of-
ten give rise to Galois connections. For instance, consider a static analysis that
tracks abstract values in a program. If P is the poset of concrete program states
and () is the poset of abstract values, then:
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The abstraction function o : P — () sends concrete states to their abstract
counterparts. « is monotone because more precise concrete states map to
more precise abstract values.

The concretization function v : () — P sends abstract values to the set of all
concrete states they represent. v is also monotone, as more precise abstract
values represent smaller sets of concrete states.

The Galois connection a = 7 ensures soundness: a concrete property holds in all
states represented by an abstract value exactly when the corresponding abstract
property holds. This is expressed by:

alc) <ga <= c<pv(a)
where ¢ € P is a concrete state and a € () is an abstract value.

Perhaps the most foundational adjunction in abstract algebra is the one relating
tensor products and Hom-functors. This example is particularly instructive as it di-
rectly illustrates the equivalence between the Hom-set definition of an adjunction
(Definition 2.16) and the universal property definition (Definition 2.17).

Example 2.12 (Tensor-Hom Adjunction). Let R be a commutative ring. In the cat-
egory R-Modof R-modules, for a fixed R-module A, we have the adjunction:

A®p (=) 1Hompg(A, —) : R-Mod — R-Mod

The functor A ®p (—) sends an R-module N to the tensor product A ®z N, and
amorphism f: N — M toids ®@rf : A®r N — A®pr M. The functor Hompg(A, —)
sends an R-module N to the abelian group Hompg(A, N) of R-module homomor-
phisms from A to N, and a morphism f : N — M to the post-composition map
To(-).

The unit

N : N — HOIHR<A,A®R N)

is defined by sending n € NN to the homomorphism a — a®n. The counitey, : A®g
Hompg(A, M) — M is the evaluation map ¢ ® f — f(a). The natural isomorphism

L_JN,M . HOIHR(A ®R N, M) — HOHIR(N, HOIIlR(A, M))

is given by currying: for g : A®r N — M, define |¢g| : N — Homg(A, M) by
n+— (a+— gla®n)). Its inverse sends h : N — Hompg(A, M) to [h] : AQr N — M
defined by a ® n +— h(n)(a).
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This adjunction directly demonstrates the equivalence between the Hom-set
definition (Definition 2.16) and the universal property definition (Definition 2.17).

The universal property of the tensor product A®pr N states that it is the universal
object for R-bilinear maps out of A x N. That is, for any R-module M, there is a
natural bijection between the set of R-linear maps (from the tensor product) and
the set of R-bilinear maps (from the product):

HOHlR(A QR N, M) = BIIII'IR(A, .ZV7 M)

This is, in effect, an instance of Definition 2.20 (Adjunction via universal prop-
erty), where A ®p (—) is the free construction. Separately, the familiar process of
"currying" provides its own natural bijection between R-bilinear maps and iterated
R-linear maps:

BﬂiI’IR(A, N; M) = HOIIlR(N, HOIHR(A, M))

An element g on the right (¢ : N — Hompg(A, M)) corresponds to the bilinear map
o(a,n) = g(n)(a) on the left. By composing these two bijections, we recover the
Hom-set adjunction from definition 2.16:

Hompg(A ®r N, M) = Hompg(N,Homg(A, M))

This shows how the universal property of the tensor product is the Hom-set
adjunction. This equivalence—between a universal construction (Definition 2.17)
and a Hom-set bijection (Definition 2.16)—is a common pattern. It highlights the
unit-counit definition (Definition 2.15) as a distinct, third perspective, which will
be central to defining monads in the next chapter.
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Chapter 3
Monads and Algebras

Monads provide a unifying framework for describing algebraic and computational
structure within category theory. They arise naturally when one studies construc-
tions that combine data with additional structure, such as context, effects, or no-
tions of composition, while remaining compatible with categorical composition.
From this perspective, a monad encapsulates a way of building complex objects
from simpler ones in a coherent and principled manner.

The notion of a monad was introduced by Godement [God58] in the study of
algebraic topology, and later appeared under various names, including the “dual
standard construction”, “triple”, “monoid”, and “triad” [ML98]. In computer sci-
ence, monads became influential through Moggi’s work on the computational A
calculus [Mog88], and were later popularized by Wadler’s article Monads for Func-
tional Programming [Wad95]. A concise categorical characterization is often sum-
marized by the slogan that monads are monoids in the category of endofunctors, al-
though this description is most meaningful after the basic structure of monads
has been developed.

In this chapter, we introduce the fundamental theory of monads in category
theory. We begin with the definition of monads and their algebras in section 3.1,
and then discuss free algebras in section 3.2. We conclude by presenting the two
canonical categorical constructions associated with a monad, namely the Kleisli
category and the Eilenberg Moore category, which provide complementary per-
spectives on monadic structure in section 3.3.

3.1 Monads and Their Algebras

In this section, we introduce the notion of monads and their algebras.
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Definition 3.1 (Monad). A monad on a category A is a triple T = (T, n, 1) where:
1. T: A — Ais an endofunctor !
2. n:idy = T is a natural transformation (the unit)
3. p: TT = T is a natural transformation (the multiplication)

such that diagrams (3.1), (3.2), and (3.3) commute:

T — 2 T T 2. 7T TTT —“ TT
“ﬂ (3.1) “ﬂ (3.2) MT“ “M (33)
ldT ldT

T T TT =—— T

They are called the left unit, right unit, and associativity axioms respectively.

Intuitively, the monad axioms ensure that the unit and multiplication behave
like the unit and multiplication of a monoid, and that is why monads are some-
times referred to as monoids in the category of endofunctors.

Example 3.1 (Maybe Monad). The maybe monad on Set is defined by:
e TX = X U{L} where L represents “nothing”.
e nx : X — X U{L} is the inclusion map.

o ux: (XU{Lphu{Ll}—-Xu{L}
Jr—x
Al SN
The monad laws are easily verified.

One of the most common ways in which monads arise is from adjunctions. In
particular, every adjunction gives rise to a monad.

UIf  and p is clear from context, we refer to monad T simply by its underlying endofunctor T.
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Theorem 3.1 (Every Adjunction Determines a Monad). Let F 4 G : A — B be an
adjunction with unit n : idy = GF and counit ¢ : FG = idg. Then (GF,n, GeF) isa
monad on A.

Proof. The proof is a straightforward verification of the monad laws. Left compose
G on the entire diagram (3.1) gives diagram (3.4), and right compose F on dia-
gram (2.9) gives diagram (3.5), proving the left and right unit laws respectively.

GF —2Y . GFGF GF —Cf . GFGF
. GeF (34) . GeF (35)
idgr idgr
GF GF

The associativity law follows from naturality of ¢ as shown in diagram (3.6).
GFGFGF ==& GFGF

GeF GeF (36)

]

When monads were first discovered in the 1950’s and it was found that adjunc-
tions give rise to monads, a natural and fundamental question was raised by Hilton
et al. [Mac63]: Whether every monad comes from an adjunction? The answer is
yes, and two well-known solutions appeared, which leads us to the construction
of two special categories associated with any monad: the Eilenberg-Moore cate-
gory [EM65] and the Kleisli category [Kle65]. Both solutions, however, are deeply
related to the concept of algebras for a monad. To see this, we first define algebras
for endofunctors.

Definition 3.2 (Functor Algebra). Let F be a endofunctor on category A. A algebra
of F is a pair (A4, o) where A is an object of A (called the carrier) and o : FA — A
is a morphism in A (called the algebra structure). A homomorphism between two
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algebras (A, a) to (B, 3) is a morphism f : A — B in A such that diagram (3.7)
commutes:
FA —' FB

l lﬂ (3.7)

A — B
All F-algebras and their morphisms form a category, denoted F-Alg, whose
objects are pairs (A4, o : FA — A) and whose morphisms are F-algebra morphisms.
Compositions and identities are inherited from A.
Interestingly, the initial objects in F-Alg, called an initial F-algebra, often have
significant computational interpretations, such as representing inductive data types,
as detailed in lemma 3.1.

Lemma 3.1 (Lambek). If (uF,« : FuF — uF) is an initial F-algebra, then « is an
isomorphism.

Proof. Since (uF, ) is an initial F-algebra, there exists a unique F-algebra mor-
phism 3 : uF — FuF such that the following diagram commutes:

FuF — " FFuF

nF — FuF

(1) aop =id,r. First note that cvo 3 is an F-algebra homomorphism from (1F, «)
to itself, because

(dofB)oa=ao(foa)
=ao (FaoFp)
=aoFaoFf
=aoF(aop)
But (uF, o) is initial, so there is only one algebra morphism (uF, o) — (uF, «).
The identity id,r is certainly such a morphism, therefore

&Oﬁ:idup.
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(2) Boa =idp,r. We already have
foa=FaoFg.
Apply the functor F to the equality a o 5 = id,r gives us
FaoFf = F(ao )
= Fid,r
= ldF“F .
ie.,
B o = ldF,uF .

So a and 8 are mutual inverses, hence « is an isomorphism, as claimed.
O

Analogous to viewing groups as sets with structure, we can view monads as
special endofunctors with structures (in this case,  and p). So monad algebras are
just functor algebras for the underlying endofunctor of the monad, satisfying addi-
tional conditions regarding the unit and multiplication of the monad.

Definition 3.3 (Monad Algebra). Let T = (T, 7, 1) be a monad on a category A. A
T-algebra is a pair (A, a) where Ais an objectof A,and a : TA — Aisamorphismin
A (called the algebra structure), such that diagram (3.8) (unit property) and (3.9)
(action property) commute:

A" . TA TTA —X* , TA
N
1dg
A TA ——— A

T-algebra homomorphisms are just T-algebra homomorphisms defined in def-
inition 3.2. Similarly, when it is clear from context whether we are referring to the
monad or its underlying endofunctor, we write T-algebra instead of T-algebra to
denote a monad algebra.

In 1965, Samuel Eilenberg and John C. Moore introduced the construction of
the category of algebras for a monad [EM65], which was called a triple at that
time. All algebras of a monad T and their morphisms form a category called the
Eilenberg-Moore category of T. This category, together with a canonical adjunc-
tion, provides one solution to the question raised by Hilton et al.
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Definition 3.4 (Eilenberg-Moore Category). Let (T, 7, 1) be amonad on a category
A. The Eilenberg-Moore category AT is the category where objects are T-algebras
and morphisms are T-algebra morphisms. Compositions are inherited from A.

Theorem 3.2 (Every monad is defined by its T-algebras [ML98]). Let (T,n, i) be
a monad on a category A. There’s an adjunction F* 4 GT : A — AT given by assign-
ments (3.10) and (3.11) respectively such that T = (GT o FT nT GTeTFT), where nT
and T are the unit and counit of the adjunction, respectively.

X (TX, px) (X, ) X
fh FT ‘Tf (3.10) f‘ G™, fh (3.11)

Proof. The functor GT : AT — A is the evident functor which simply forgets the
structure map of each T-algebra. On the other hand, for each X in Ob A, the pair
(TX, px : TTX — TX) is a T-algebra (called the free T-algebra on X), in view of
the associative and (left) unit laws for the monad T. Hence X — (TX, ux) does
indeed define a functor FT : A — AT, as asserted.

Then GT o FTX = GT(TX, ux) = TX, so the unit of the given monad is a
natural transformation n = nT : idy = GT o FT,

On the other hand, FT o GT(X,h) = FTX = (TX, x). The first square in the
definition of a T-algebra (X, h) states that the structure map is » : TX — X. The
resulting transformation ¢l ,) = h : FT o GT(X,h) — (X, h) is natural, by the
definition of a morphism of T-algebras.

The triangular identities for an adjunction read:

TX 2%, TTX X ™, TXx
\ ‘HX (3.12) \ ‘h (3.13)
TX X

Diagram (3.12) holds by the (right) unitlaw for T, and diagram (3.13) holds by
the unit law for a T-algebra. Therefore n* and T define an adjunction, as stated.

This adjunction thus determines a monad in A. The endofunctor GT o F7T is
the original T, its unit n™ is the original unit, and its multiplication T = GTeTFT
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has u% = GTelpx ) = GTux = px, so is the original multiplication of T. The
proof is complete. L

In theorem 3.2, we mentioned a important special class of T-algebras called free
T-algebras. which are of special interest to this thesis. To see that free T-algebras
are well-defined T-algebras, we now make a formal definition as follows.

Definition 3.5 (Free T-algebra). Let (T, 7, 1) be a monad on a category A, then
(TX,ux : TTX — TX)
is called a free T-algebra on object X in A.

To see that a free T-algebra (T X, y1x) is a well-defined T-algebra, we need to
verify the two properties of a T-algebra as shown in diagram (3.8) and (3.9). Itis
easily checked that the unit property and the action property follow from the right
unit law (3.2) and the associativity law (3.3) of the monad respectively.

Note from definition 3.3 that (T X, ;1x) is precisely the image of object X under
the free functor FT defined in theorem 3.2. Since we have an adjunction FT -
GT : A — AT, by the definition 2.17 of adjunctions via universal property, free
T-algebras are indeed free in the categorical sense, as stated in lemma 3.2.

Lemma 3.2 (Universal Property of Free T-algebras). Let (T, n, ;1) be a monad on a
category A. For each object A in Ob A, and each morphism f : A — T B in A, there exists
a unique morphism of T-algebras f : (TA,ua) — (TB,ug) such that the following
diagram commutes:

This aligns with the concrete universal property of free groups discussed in ex-
ample 2.2. More details on the universal property of free T-algebras will be dis-
cussed in chapter 5.

3.2 Free Algebras for Monads

We now develop the second canonical way given by Heinrich Kleisli [Kle65] in
1965 to decompose a monad into an adjunction: the Kleisli construction.
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Definition 3.6 (Kleisli Category). Let (T, 7, 1) be a monad on a category A. The
Kleisli category At is the category where:

1. the objects of A are those of A;
2. amorphism f*: X ~ Y in Ap is a morphism f : X — TY in A;
3. the composite of two morphisms f°: X ~ Y, ¢’ : Y ~ Z in Ag is givenin A

by the composite (17 o Tgo f)".

x L1y T 1T 4 T2
g’of’
4. the identity idy : X ~» X on an object X of Arisjustnx : X — TX in A.
The definition of morphisms f” amounts to a bijection
Ar(X,Y) = A(X,TY)

on hom-sets. We use ~~ to denote morphisms in the Kleisli category At and — to
denote morphisms in the underlying category A.

Theorem 3.3 (Kleisli Adjunction). Let (T, n, 1) be a monad on a category A. There’s
an adjunction Fr 4 G : A — Ax given by assignments (3.14) and (3.15) respectively,
such that (T,n, u) = (Gt o Fp,nr, GrerFr), where nt and er are the unit and counit
of the adjunction, respectively.

X X X TX
f‘ 'h J(nxof)b (3.14) fbj{ & ‘,U'YOTf (3.15)
Y Y Y TY

Proof. A suitable large diagram shows the new composition associative. Other
diagrams prove that (nx)’ : X — X is a left and right unit for this composition.
Another calculation shows that Fr and G as described are indeed functors. By
construction, f* — f is a bijection

Ar(FrX,Y) = Ap(X,Y) 2 A(X, TY) = A(X, GpY);
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it is natural in X and Y, so yields the desired adjunction ¢. Its unit is 7, and its
counit et is given by (e1)y = (idpy)’ : TY — Y. The resulting multiplication in
A is GrerFr, which by the definition of G is exactly the given multiplication .
Therefore the adjunction does define the original monad T. O

For readers with familiarity with Moggi’s work [Mog88] on computational -
calculus, the Kleisli category construction can be interpreted as a way to model
computations with side effects, and the morphisms in the Kleisli category rep-
resent computations that produce values along with side effects encapsulated by
the monad T. However, attentive readers might ask, how is this construction re-
lated to the title of this section, Free Algebras for Monads? The answer is that the
Kleisli category A is equivalent to the full subcategory generated by free algebras
for monad T. In this sense, there are more connections between Kleisli category
and Eilenberg-Moore category beyond both being resolutions of the same monad.
To see this, we first need to define what a free algebra for a monad is.

Theorem 3.4. Let (T, n, ;1) be a monad on a category A. Then the Kleisli category A is
equivalent to the full subcategory of AT generated by free T-algebras.

Proof. Denote Fr for the full subcategory of AT generated by free T-algebras, we
get a functor ® : At — JFr by sending every object X in Ar to the free T-algebra
(TX, px) in Fr, and every morphism

XY
in Ay to the T-algebra homomorphism
®(f)=pyoTf:TX - TY
®(f°) is indeed a T-algebra homomorphism because

py o T(®(f")) = py o Ty o TTf
= py o pry o TTf
= py o Tfoprx
= ‘I’fb O px-

Meanwhile ® is indeed a functor because it preserves identity

®(nx) = px o Tnx =idry,
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and composition

®(¢"0 f*) = pzoTgopuyoTf
= pzoprzo TTgoTf
=pz0TuzoTTgoTf

= piz 0 T(uz 0 Tgo f)
= ®(¢g") o ®(f").

By the choice of I, every object of It is isomorphic to an object of the form ®.X,
thus it remains to prove that ® is full and faithful. If f, g : X = TY are such that

py o Tf = py oTyg
then

f=pyonryof=pyoTfony =pyoTgony =pyonryog=y,
so that @ is faithful. ® is also full since, given
h: (TX, px) — (TY, py)
in Fr, the composite h o ny is such that

py o T(honx) = py o ThoTnx = hopux o Tnx = h.

3.3 Resolving Monads into Adjunctions

The two constructions given by Kleisli and Eilenberg-Moore not only provide us
with two different ways to resolve a monad into an adjunction, they are respec-
tively initial and terminal in a certain sense. In this section we will see, for any
monad (T, 7, 1) on a category A, there is a category describing all such resolutions
of the monad T, called the category of resolutions, and the Kleisli and Eilenberg-
Moore constructions are respectively initial and terminal objects in this category.

Definition 3.7 (Category of Resolutions). The category of resolutions Adjy of a
monad (T, 7, 1) on a category A is the category whose objects are fully-specified
adjunctions F 4 G : A — B with

F
A 1T "B n:idy — GF, e:FG — idg

«—=
G
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inducing the monad T on A. A morphism fromF 4G: A — BtoF 4G : A —
B’ is a functor H : B — B’ making the diagram

commute with both left and right adjoints. Thatis Ho F = F'and GoH = G'. H
is called the comparison functor from adjunction F 4 G to F' 4 G'.

We say that Kleisli and Filenberg-Moore constructions are respectively initial
and terminal in Adj is because comparison functors from Kleisli category to any
other resolution exist uniquely, and so are comparison functors from any other
resolution to Eilenberg-Moore category, as stated in the following theorem.

Theorem 3.5 (Comparison Functor). Let F 4 G : A — B be an adjunction with
associated monad (T,n,u) on A (so T = GF, u = GeF). Then there exist unique
functors

K:B—- AT and J: Ar — B

such that diagram (3.16) commutes:

At ,,,,,,,,,,;{l ————————— > B ————f—————};—' ————————— > AT
G FT
NG Fl-|G S (3.16)
Fr GT
A

Moreover, Fr - G is initial in Adjp and F* 4 GT is terminal in Adj.

Proof. We first prove the existence of the comparison functors, then show they are
unique. Consider functor K : B — AT defined by:

KB 2 (GB,Gep : GFGB —» GB)  K(A-L B)2GA SL GB.
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Claim 3.1. K is a well-defined functor B — AT making diagram (3.16) commute.
(1) Unit property is satisfied, i.e. diagram (3.8) commutes for T = GF
apongs = Gepongp =idap
by the triangular identity Ge o nG = idg.
(2) Action property is satisfied, i.e. diagram (3.9) commutes for T = GF
agougp = Gepo Gergp = G (epocpap) = G (e 0o FGep) = Gep o Tagp,

where the middle equality is the horizontal composition for € in an adjunction, i.e. the
monad associativity p o Ty = p o uT unfolded at GB.

K also preserves algebra morphisms. For f : B — B/,
Kfoag=GfoGeg =Gep o GFGf = ap o TG,

by naturality of ¢ : FG = ids.

To see the uniqueness of K, suppose K’ : B — AT satisfies GTK' = G and
K'F = FT. Then for each a € B, the underlying object of K'a must be Ga, so
K'a = (Ga, h,) for some h, : TGa — Ga. Because K' is a map of adjunctions from
(F,G,n,e) to (FT,GT,n,eT) with identity on A, we have the compatibility

K'e =eTK/,

hence at a we get h, = Ge,. Thus K’ = K objectwise and on morphisms (GTK' =
G forces K'f = Gf). Therefore K is unique.
Similarly, we construct J : Ay — B as follows.

JALFA  JA-LTB) 2FA 2 FB.

the proof that J is a well-defined functor making diagram (3.16) commute and
that J is unique is a routine check similar to that of K. O

Combining theorem 3.4 and the definition of comparison functor K : B — AT,
we immediately get the following proposition.

Proposition 3.1. Let B = Ar, then the comparison functor K : B — AT is full and
faithful and its image consists of free T-algebras.
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We conclude this chapter with the definition of monadicity, the main topic of this
thesis, which describes a property that metrizes how much an adjunction behaves
like the canonical adjunction

FT4GT: A — AT
induced by its associated monad T.

Definition 3.8 (Monadicity [Riel7]). An adjunction F 4 G : A — B is called
monadic if the comparison functor K : B — AT is an equivalence of categories.
Moreover, a functor G : B — A is called monadic if it admits a left adjoint F such
that F 4 G is monadic. If the equivalence is further an isomorphism, then the
adjunction is called strictly monadic, and so is the functor G.
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Chapter 4

Monadicity Theorems

We gave the definition of monadic adjunctions and monadic functors in the end
of chapter 3, which are adjunctions that behave like the free-forgetful adjunctions
arising from the Eilenberg-Moore construction. However, several natural ques-
tions remain:

(1) Why do we care about this?

(2) How can we tell if a given adjunction is monadic?

To answer the first question, an intuitive answer is that monadic adjunctions
reveal deep connections between seemingly different mathematical structures. In
fact, every category determined by an algebraic theory presented by operations
and equations, for example Grp of groups and Mon of monoids, has a free and
forgetful adjunction over Set that is monadic. Moreover, beyond these algebraic
examples, some nonalgebraic categories, such as CHaus of compact Hausdorff
spaces, are also monadic. The connection between monadicity and algebraicity
will be elaborated in chapter 5.

As for the second question, Jonathan Mock Beck provided a criterion in his
Ph.D. thesis [Bec03] in 1967, originally known as Tripleability Theorem (because
monads were called triples at that time), and later popularized by Michael Barr
and Charles Wells in their book Toposes, Triples and Theories [BWO0O0]. It turns out
that whether an adjunction is monadic can be determined by certain preservation
and exactness conditions, now known as the Barr-Beck Monadicity Theorem. In this
chapter, we will provide detailed intuition on coequalizers in section 4.1, which is
essential to understanding the exactness conditions in the Barr-Beck Monadicity
Theorem, and then present the theorem itself with various weaker variants in sec-
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tion 4.2. Finally, we illustrate the utility of these monadicity theorems by present-
ing several examples of monadic adjunctions in section 4.3.

4.1 Epimorphisms and Coequalizers

We begin with epimorphisms and coequalizers, since they play an important role
in a family of monadicity theorems. A helpful analogy is the First Isomorphism
Theorem in group theory: a surjective group homomorphism ¢: G — H induces
an isomorphism

G/kerp =ZImp = H.

We know that essentially the same statement holds for rings and modules.

As we have seen in sections 2.1 and 2.2, epimorphisms capture and general-
ize the essence of surjective maps, while coequalizers capture and generalize the
essence of quotient constructions. Beck’s Monadicity Theorem says that a left ad-
joint G is monadic if and only if it respects such quotient structure to an appropri-
ate extent. More precisely, different monadicity theorems focus on different kinds
of quotient structures, and these correspond to different kinds of coequalizers. In
this section, we study and clarify the relationships among these various notions of
epimorphism and coequalizer, aimed at providing an intuitive understanding of
their roles in the monadicity theorems presented later in this chapter.

4.1.1 Coequalizers

The concept of coequalizer in a general category is the generalization of the con-
struction where for two functions f,g : X — Y between sets X and Y, one forms
the set Y/ ~ of equivalence classes induced by the equivalence relation generated
by the relation f(z) ~ g(z) for all z € X. This means that the quotient function
q:Y — Y/~ satisfies

qgof=qog
In this form this may be phrased generally in any category.

Recall in definition 2.14 we have defined a coequalizer of a parallel pair of mor-
phisms in terms of a colimit and universal property, but in order to understand
the role of coequalizers in monadicity, we need to understand the intrinsic prop-
erties of coequalizers in more detail. Coequalizers are defined on a parallel pair of
morphisms called a fork.
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Definition 4.1 (fork). A fork in a category A is a diagram

f

X ——y 1,0 (4.1)
g

in A with go f = g o g, where f,g : X =2 Y are morphisms in A. Sometimes we

call diagram (4.1) a cofork in order to distinguish from the diagram (4.2)

f
A—* s X — Y (4.2)
g

Through this thesis, we use the term fork to refer to diagram (4.1).

When f and g are clear from the context, we also call the morphism ¢ a fork of f
and g. Obviously there is an underlying fork in the diagram of a coequalizer. We
can make this more explicit as follows.

Definition 4.2 (Coequalizer). Let

f
X _T y —— @ (4.3)
be a fork in a category A. This diagram is said to be a coequalizer of f and g if ¢ is
universal for this property, that is, for any other morphism A : Y — Z such that
ho f = ho g, there exists a unique morphism z : () — Z suchthath = z0¢. In
particular, diagram (4.4) commutes.

f
X —>g y —2 5 Q
\ (44)
4 |

Z

Similarly, when f and g are clear from the context, we also call ¢ the coequalizer of
f and g, denoted by g = coeq(f, g). Coequalizers are colimits, thus unique up to
isomorphism when they exist.

Example 4.1 (Coequalizers in Grp). Let us consider the category of groups Grp.
Given a parallel pair of group homomorphisms f,g : X = Y, the coequalizer is
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given by quotient map ¢ = y — yN from Y to the quotient group Y/N where N is
the normal closure in group Y defined as:

N =nely{f (z)g(x) | z € X}
We need to check the two requirements of ¢ to be a coequalizer:

(1) go f = qog: Forany z € X, we have ¢(f(z)) = f(x)N and ¢(g(x)) = g(x)N.
Since f~!(x)g(x) € N, we have f(z)N = g(x)N.

(2) Universal property: Given any group homomorphism ~ : Y — Z such that
h o f = ho g, we need to show that there exists a unique homomorphism
h: Y/N — Z such that h = h o q. This is true because N C ker h, so h factors
uniquely through the quotient map.

4.1.2 Epimorphisms

A coequalizer can be intuitively understood as the quotient or projection map, in-
duced by identifying elements according to the enforced relation. Since quotient
maps are known to be surjective in Set or Grp, and this is also the case in general
categories. In particular, coequalizers are epimorphisms.

Definition 4.3 (Regular Epimorphism). A morphism  : Y — Z is called a regular
epimorphism if it is the coequalizer of some parallel pair of morphisms f,g: X = Y.

f
) D (4.5)
g

Lemma 4.1. Regular epimorphisms are epimorphisms.

Proof. Let h : Y — Z be the coequalizer of f,g : X = Y. To show h is an epi-
morphism, we must show that for any pair of morphisms ki, k; : 2 — W, if
kioh = kyoh, then ky = ky. The equation ky o h = kg o h implies that the morphism
kioh:Y — W coequalizes f and g, since (kyoh)o f =kjo(ho f) =kjo(hog) =
(k1 o h) o g. By the universal property of the coequalizer h, there exists a unique
morphism z : Z — W such that z o h = k; o h. Both k; and k; are candidates for
this unique morphism z. Therefore, by uniqueness, we must have k; = k. O

Regular epimorphisms are indeed epimorphisms, and an even stronger class
of epimorphisms is split epimorphisms, which have a section (i.e. a right inverse).
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Definition 4.4 (Split Epimorphism). A split epimorphism in a category A is a mor-
phisme : A — Bin A such that e has a section s : B — A. In this case, we say eis a
retraction of s, B is a retract of A, and the pair (e, s) is a splitting of the idempotent
soe: A— A

Lemma 4.2. Split epimorphisms are reqular epimorphisms.

Proof. Every split epimorphism e : A — B with section s : B — A automatically
comes with the coequalizer of the parallel pair (id4, s o e):

A= A—° 4B (4.6)
id 4 N~
O

Fix a category A, let E, R and S be the class of epimorphisms, regular epimor-
phisms and split epimorphisms in A respectively. We have the following hierarchy:

E
u
R

Ul

s

4.1.3 Absolute, Split and Reflexive Coequalizers

A natural next question is how these structures behave when a functor is applied,
and in this section we care about functorial actions over coequalizers in particular.
A better scenario for a coequalizer is being stable under the action of more functors,
and the best such coequalizers are called absolute coequalizers. There are three
main actions of functorials that we consider: preservation, reflection, and creation.

Definition 4.5 (Actions of Functors over Coequalizers). Fix a pair of morphisms
fig: X =2YinA. A functor F : A — B issaid to

(1) preserve coequalizers for this pair if
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q is a coequalizer of f, g

4
Fq is a coequalizer of F f, Fyg

(2) detect coequalizers for this pair if

F f,Fg has a coequalizer
\

f, g has a coequalizer
(3) reflect coequalizers for this pair if

q coequalizes f, g and Fq is a coequalizer of F f, Fyg
)

q is a coequalizer of f, g
(4) create coequalizers for this pair if

F f,Fg has a coequalizer ¢

4
Al fork p of f, g s.t. pisa coequalizer of f,gand Fp = ¢

where 3! means unique existence up to isomorphism. Moreover if the exis-
tence is unique up to equality, then we say F strictly creates coequalizers for
this pair.

Note the subtlety between creation and strict creation in definition 4.5: Strict cre-
ation requires the lifted coequalizer to be exactly the given one under the functor,
while creation only requires them to be isomorphic.

The definition of preservation and reflection of coequalizers are intuitive, but cre-
ation of coequalizers is a bit more involved. In fact, there is an equivalent way to
define creation of coequalizers that is much more clear and reveals the relationship
among these actions more clearly.

Lemma 4.3. Let S be a collection of parallel pairs of morphisms in a category A, and let
F : A — B be a functor. Then (1) and (2) are equivalent.
(1) A has, F preserves and reflects coequalizers for all pairs in S.

(2) B has coequalizers for all pairs (F f,Fg) with (f,g) € S, and F creates coequalizers
for all pairs in S.
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Proof. Fix a pair (f,g) € Swith f,g: X =Y.
(1) = (2). Assume (1). Since A has coequalizers for pairs in S, pick a coequal-
izerp:Y — Aof f,gin A. Because F preserves these coequalizers, the morphism

Fp:FY — FA

is a coequalizer of Ff,Fg in B, so B has coequalizers of all pairs (Ff,Fg) with
(f.g9) € 5.

To see the creation, suppose ¢ : FY — () is a coequalizer of F f, Fg in B, then ¢
and Fp are isomorphic via anisomorphism a : () — F A, and pis such a coequalizer
of f,g in A that Fp = ¢. with « o ¢ = Fp. Equivalently, «=' : FA — Q is an
isomorphism such that a~! o Fp = ¢. To see the uniqueness of p as a fork of f, g,
Let h : Y — C be any morphism in A such that Fh is a coequalizer of F f, Fg in B.
Since F reflects coequalizers by (1), it follows that & is a coequalizer of f, g in A.
Hence (2) holds.

(2) = (1). Assume (2). For our fixed pair (f,g) € S, choose a coequalizer
q: FY — Q of Ff,Fg in B which exists by assumption. By the creation property,
there is a coequalizer p : Y — A of f, gin A and an isomorphism a : FA — () with
a o Fp = q. Thus A has a coequalizer of f, g.

To see that F preserves these coequalizers, let p’ : Y — A’ be any coequalizer
of f,gin A. Applying F we obtain Fp' : FY" — FA’. Since coequalizers are unique
up to unique isomorphism in B and ¢ is a coequalizer of F f, Fg, there exists an
isomorphism 3 : FA — FA’ such that § o Fp = Fp'. Because Fp is a coequalizer of
Ff,Fg,sois Fp'. Hence F preserves the coequalizer of f, g.

Finally, to see that F reflects coequalizers for (f, g),let h : Y — C be a fork such
that Fh is a coequalizer of F f, Fg in B. By creation, h is then a coequalizer of f, g
in A. Since (f,g) was arbitrary in S, A has coequalizers for all pairs in S, and F
preserves and reflects them. O

Lemma 4.3 can be intuitively understood as follows: assuming that coequaliz-
ers exist (for the relevant pairs) in both the domain and codomain categories, a
functor preserves and reflects those coequalizers if and only if it creates them.

What are coequalizers that behave well under functorial actions? One of the
robust coequalizers are those that are preserved by all functors. This property is
called absoluteness.

Definition 4.6 (Absolute Coequalizer). A coequalizer is called absolute if it is pre-
served by all functors.

Definition 4.6 itself, however, does not provide us any information about which
coequalizers are absolute. However, by adding a few conditions to coequalizers or
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even forks, will give rise to some well-behaved absolute coequalizers. A split fork
or split coequalizer is a sufficient condition for being an absolute coequalizer.

Definition 4.7 (Split Coequalizer). A split fork is a fork (4.1) with two additional
splitting morphisms

;¥:§%3}’—ﬁ—»Q (4.7)
=
such that
gof=gqog fos=idg gos=toq qot=idg
A split fork is also called a split coequalizer. When it is clear from the context, we

also call ¢ the split coequalizer of this split fork. Note that a split coequalizer is
indeed a coequalizer.

Proof of well-definedness. Let the split fork be given in diagram (4.7), with splitting
morphisms s : Y — X and ¢ : Q — Y. Suppose we have a morphism h : Y — Z
such thatho f =hog.

Claim 4.1. z = hot: Q — Z is the unique morphism such that h = z o q.
zoq=(hot)ogq
—ho(tog)
=ho(gos)
— (hog)os
— (hof)os
—ho(fos)
= hoidy
=h
To see the uniqueness, suppose there is another morphism 2’ : () — Z such
that h = 2’ o ¢. Then:
z=hot
= (2 oq)ot
— o (got)
=2 oidg

:Z/
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Lemma 4.4. Split coequalizers are absolute coequalizers.

Proof. Let F : A — B be any functor and let ¢ : Y — @ be a split coequalizer of
f.g : X — Y with splitting morphisms s : ¥ — X and ¢t : Q — Y. The defining
identities are

got=idg fos=idy gos=togq

Applying the functor F preserves these identities:
FqoFt = idpg FfoFs=idpy FgoFs=FtoFq

This means the resulting diagram in B is also a split fork, and thus a coequalizer.
In particular, Fq is a split coequalizer of F f and Fg in B. ]

The notion of splitting is ubiquitous in algebra: it captures when a morphism
admits a right inverse. Readers with familiarity with homological algebra may have
seen this in the context of split short exact sequences. In fact, a split short exact se-
quences give rise to a split coequalizer, and the reason is the underlying split epi-
morphism.

Example 4.2 (Split Epimorphisms give rise to split coequalizers). Given a category
A and a split epimorphism = : B — C with a section s : C — B. Then 7 is a
coequalizer of the parallel pair

som,idg: B = B.
In particular, the diagram (4.8) is a split fork:

id

B— B, (4.8)

The proof is a straightforward check of the four conditions of a split fork in defini-
tion4.7. Let f =idp, g = som, ¢ =7, ¢t = idp, and s be the section of 7. We verify
the required identities:

(1) gof=moidp=m=mo(som)=qog

(2) fos=idgos=s

(3) gos=(som)os=s0(mros)=soidg=s=toq
(

4) got=moidg =7 =1id¢
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This construction also aligns with lemma 4.2 which states that split epimorphisms
are regular epimorphisms.

In fact, split epimorphisms appear quite frequently in algebraic contexts. For
example consider a split short exact sequence of R-modules for a ring R:

1 — v A-—* . B_Y 0 1

with a section s : C — B of ¢, a known result in homological algebra ! states
that ¢ : B — (C'is a epimorphism, then 1 is a split epimorphism, and a similar
argument as in example 4.2 shows that ¢ gives rise to a split coequalizer.

idp "

B—_—_B——C
\:ﬁﬂ/v
idp s

One of the most important examples of split coequalizers arises from monad
algebras, called Beck’s coequalizers. Every monad algebra induces a split coequalizer
diagram in the underlying category.

Example 4.3 (Beck’s Coequalizer). Given a monad (T, 7, ;1) on a category A, any
monad algebra (A, o : TA — A) defines a split coequalizer diagram (4.3) in A:

TTA % TA — 5 A (4.9)
A
\/ \n_/
NTA A

To see that this is indeed a split coequalizer, we verify the four required identities:
(1) awo Ta = a o py by the associativity axiom of monad algebras.

(2) Taonra = idra by the unit axiom of monad algebras.

(3) pa onra = idra by the monad axiom.

(4) o ony =idy by the unit axiom of monad algebras.

This example also illustrates an important conclusion that aligns with what we
have learnt in algebra courses: every (monad) algebra is a quotient of some free
(monad) algebra.

'We did not define exact sequence rigorously in Category Theory
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In addition to split coequalizers, another important class of well-behaved co-
equalizers are reflexive coequalizers, which are coequalizers of reflexive pairs.

Definition 4.8 (Reflexive Pair). A reflexive pair is a parallel pair f, g : A = B having
a common section, that is, a morphism s : B — Asuchthat fos = gos =idg. The
coequalizer of a reflexive pair is called a reflexive coequalizer.

Why do we care about these variants of coequalizers? It turns out that variants
of monadicity theorems, which we will discuss in section 4.2, often require different
functorial behaviors of different types of coequalizers. For instance, the Reflexive
Monadicity Theorem requires the existence and preservation of reflexive coequaliz-
ers by the relevant functor.

4.2 Monadicity Theorems

In this section, we present several formulations of the monadicity (tripleability) the-
orem, which gives necessary and sufficient conditions for a functor to be monadic.
We begin with Beck’s classical theorem and then discuss variations.

4.2.1 Weak Monadicity Theorems

We now establish a convenient criterion, the Weak Monadicity Theorem or WTtT?,
originally due to Beck [Bec03], that breaks the verification of monadicity into parts.

Theorem 4.1 (Weak Monadicity Theorem, Wrt [Bec03, Theorem 1]). Let F 4 G :
A — B be an adjunction, then G is monadic if

(1) B has all coequalizers.
(2) G preserves all coequalizers.

(3) G reflects all isomorphisms.
A functor is called conservative if it reflects all isomorphisms.
Proof. The proof strategy is by showing that

(1) = the comparison functor K : B — AT admits a left adjoint L.
(1)(2) = the unit n* : id4yr = KL is a natural isomorphism.

The first “T” stands for Tripleability, an antiquated synonym for Monadicity
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(1)(2)(3) = the counit e* : LK = idg is a natural isomorphism.

(1) We construct the left adjoint L : AT — B by exhibiting a natural isomorphism
for each T-algebra (A, a) and object B in B:

‘AT(<Aa Oé), K_) = B(L<A7 Oé), _)
Recall from theorem 3.5 that the comparison functor K : B — A7 is defined by
KB = (GB,Gep : TGB — GB).

so a morphism i € AT((A, o), KB) is determined by its underlying arrow h : A —
G B in A satisfying the T-algebra homomorphism condition

hoa = GegoTh,

that is, diagram (4.10) should commute:

TA —X , TGB

‘ ‘GEB (4.10)

ATGB.

Claim 4.2. a morphism h in A satisfies (4.10) if and only if its adjunct via F 4 G
coequalizes the pair of morphisms

FTA — — FA

—_—
Fa

Proof of claim 4.2. Denote the natural isomorphism of adjunction F 4 G by
|—] : B(FA,B) = A(A,GB) : [—]

we know from theorem 2.1 that the morphism h in A corresponds uniquely to its
adjunct
[h] =egoFh:FA— B
in B, so
hoa = GegoTh
[hoa] = [GepoTh|
epoF(hoa) = epoF(GepoTh)
(epoFh)oFa = (egoFGeg)oFTh
[h] o Fa (ep o FGep) o FGFA
I_h—‘ oFa €BOFG(6BOFh)
[h]oFa = epoFGJh]

roreey
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By the naturality of ¢, for any morphism k : FA — B in B, we have
eg o FGk =k oepa.
In this case let k = [h] = e o Fh, then
[h]oFa=¢cpoFGJh]| <= [h|oFa = [h]ocpa

i.e. h satisfies (4.10) if and only if [h] coequalizes the pair (Fa,cr4). O

From claim 4.2, we have a natural bijection
AT((A,a),KB) 2 {[h] : FA — B|[h] oFa = [h] o epa} (4.11)
By hypothesis, B has coequalizers. Let
qa,0) - FA — coeq(Fo, epa)

denote the coequalizer of the above parallel pair. By the universal property of the
coequalizer, every morphism [h] : FA — B that coequalizes (Fa,ep4) factors
uniquely through ¢4 ), so we have another natural bijection

{[h] :FA— B | [h]oFa= [h|ocpa} = B(coeq(Fa,cra), B). (4.12)
Combining (4.11) and (4.12), we obtain a natural isomorphism
AT((A, ), KB) = B(coeq(Fa, cpa), B). (4.13)

Define L(A, a) := coeq(Fa,cr4) via the coequalizer diagram

FGFA — — FA 2“9, 1,(4,a) (4.14)
Fa

The natural isomorphism (4.13) shows that L(A, «) represents the functor
‘AT((A7 CY), K_)

which extends uniquely to a functor L : AT — B left adjoint to K.
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(2) Now assume G preserves coequalizers. We want to show the unit
v idyr = KL

is a natural isomorphism. Since G preserves coequalizers, applying G to the co-
equalizer diagram (4.14) yields another coequalizer in A:

& Gqa,a)
GFGFA —_—7 GFA —“" GL(4,0) (4.15)
i.e.
I
T2A — = TA S5 GL(A,a) (4.16)
Ta

But recall from example 4.3 that the T-algebra structure map oo : TA — Aisalsoa
coequalizer (Beck’s coequalizer) of the same parallel pair (T« p14), so there must
exist a unique isomorphism i : A — GL(A, «) in A such that diagram (4.17) com-
mutes:

(4.17)

The unit nfy ) : (4, @) — KL(4, @), is a morphism in AT thus a T-algebra homo-
morphism whose underlying arrow in A is precisely this isomorphism . Since a
morphism of T-algebras whose underlying arrow is an isomorphism is itself an
isomorphism in A%, it follows that 77(14,4,04) is an isomorphism. As this holds for any

algebra (A, @), the unit 5" is a natural isomorphism.
(3) Next, assume G is conservative. We want to show that the counit
e LK = ids

is a natural isomorphism. Recall from (1) that L(A, «) is defined as the coequalizer
of the pair (Fa, er4). Apply L to the T-algebra KB = (GB, Gep), then the object
LK B is the coequalizer of the pair

FGEB
FTGB — " FGB (4.18)

EFGB
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with the coequalizer map denoted by ¢ : FGB — LKB. By the naturality of ¢,
EB O FG{‘:B = EB O EFGB-

i.e. ep coequalizes the pair in diagram (4.18). By universal property of coequaliz-
ers, the counit €} is the unique morphism making diagram (4.19) commute:

FGe
FGFGB —  FGB —%  LKB

EFGB 1
| 4.19
\ E (4.19)

B

The commuting triangle gives the identity ¢j; o ¢ = e5. Applying the functor G
to this equation yields:
G&Ié o Gq B = Ge B

Now we analyze the morphisms in A. By (2), G preserves the above coequalizers.

Hence
GFGep Gan
GFGFGB " GFGB — - GLKB

—
GeraB

is a coequalizer in A, i.e.

TGe
T°GB — — TGB S, GLKB (4.20)

“hen
is a coequalizer in A. By Beck’s coequalizer, Geg : TGB — GB, which is the
T-algebra structure map on KB, is also a coequalizer of diagram (4.20), so Gek
must be an isomorphism in A. Since G reflects isomorphisms, it follows that £}, is
an isomorphism in B.

By definition K is an equivalence of categories, i.e. G is monadic. O

Theorem 4.1 is not the original formulation in Beck’s thesis, but a modernized
version by Mac Lane [ML98]. In fact, we can make this theorem even more sym-
metric by replacing theorem 4.1(3) with a reflection of coequalizers. This is true
by noticing that a functor reflecting all coequalizers is necessarily conservative.

Lemma 4.5. If functor G : B — A reflects all coequalizers, then G is conservative.
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Proof. Let f : B — B’ be a morphism in B such that G f is an isomorphism in A.
Note that an isomorphism is the coequalizer of the identity pair, and specifically,
G f is the coequalizer of the pair

(idep,ides) = (Gidg, Gidp)

Since G reflects coequalizers, the fact that G f is the coequalizer of (Gidg, Gidp)
implies that f must be the coequalizer of (idg,idg) in B, which is necessarily an
isomorphism: If ¢ = coeq(id, id), then g o id = ¢ o id. For any h with hoid = hoid,
there is a unique u such that u o ¢ = h. Setting h = id gives a unique ¢ such that
i0q = id. Since ¢ is epi, ¢ o i = id follows. Thus ¢ is an iso. Therefore, f is an
isomorphism. O

Theorem 4.2 (Weak Monadicity Theorem, Wrt* [ML98, Exercise V1.7.2]). Let F 4
G : A — B be an adjunction, then G is monadic if

(1) B has all coequalizers.
(2) G preserves all coequalizers.

(3) G reflects all coequalizers.
Proof. By theorem 4.1 and lemma 4.5. O

So far we can conclude that theorem 4.2 is stronger (at least not weaker) than the-
orem 4.1. We phrase this by saying;:

Functor G has Wrr = G has Wrr".

In fact, the converse is also true, which asserts Wrt and Wrt* are equivalent con-
ditions.

Lemma 4.6. A conservative functor reflects any coequalizers that it preserves.

Proof. Let F : A — B be a conservative functor. Suppose a parallel pair f,g :
X = Y has a coequalizer p : ¥ — P in A and that F preserves it, so Fp is the
coequalizer of (F f,Fg) in B. Let ¢ : Y — @ be any other morphism in A such that
Fq = coeq(F f,Fg). Since both Fp and Fgq are coequalizers of the same pair in B,
by the uniqueness of colimits, there exists a unique isomorphism A : FP — FQ
such that h o Fp = Fq. Back in A, since p is the coequalizer of (f,g), and ¢ is a
fork for this pair (because F is faithful as it reflects isomorphisms), the universal
property of p guarantees that there exists a unique morphism £ : P — @) such that
kop = q. Applying F to this last equation gives Fk o Fp = Fq. Comparing this
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with the equation from B, we have Fk o Fp = h o Fp. Since Fp is a coequalizer, it is
an epimorphism, so we get Fk = h. Since h is an isomorphism, so is Fk. Because
F is conservative, the morphism k£ must be an isomorphism in A. Thus, ¢ = po k
is the composite of a coequalizer and an isomorphism, which means ¢ is itself a
coequalizer. This shows that F reflects the coequalizer. O

Proposition 4.1. Functor G has Wt if and only if it has Wrt".

Proof. We have seen that G having Wrt* implies it has WrT by lemma 4.5. Con-
versely, if G has WrT, then by lemma 4.6, G reflects all coequalizers, so it has
Wrr". O

4.2.2 Precise Monadicity Theorems

It is not until now that we arrive at the core result originally due to Beck. The-
orem 4.1 is termed weak because it requires stronger preconditions than strictly
necessary—G has to create all coequalizers— while the following theorem gives a
precise characterization of monadicity by weakening the preconditions, also known
as the Precise Monadicity Theorem or Prt. Instead of requiring G to create all co-
equalizers, it only needs to create coequalizers of a special class of parallel pairs,
called G-split pairs.

Definition 4.9 (G-split pair). For a functor G : B — A, a parallel pair f,¢ : B; =
By in B is called a G-split pair if the pair (G f, Gg) has a split coequalizer in A.

Theorem 4.3 (Precise Monadicity Theorem, Prt [BW00, Theorem 3.3.14]). Let F A
G : A — B be an adjunction, then G is monadic if and only if the following conditions
hold:

(1) B has coequalizers of all G-split pairs.

(2) G is conservative.

(3) G preserves coequalizers of all G-split pairs.

Proof. (=) We show that these conditions are sufficient to satisfy the hypotheses
of theorem 4.1, which in turn implies that G is monadic.

(1) asserts that B has coequalizers for all G-split pairs. Let L be the quasi-inverse
of K, recall that L(A, «) is defined as the coequalizer of Fov and ep4. Applying G
to this pair yields the pair

(GFa, Gepa) = (Ta, pia)
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This pair is part of the standard Beck’s (split) coequalizer diagram involving T4
and nr4. Therefore, this pair is G-split, so by hypothesis (1), its coequalizer exists
in B and is preserved by G. Thus, the condition in theorem 4.1 for the existence of
L is satisfied.

(2) satisfies theorem 4.1(3) for the counit of the adjunction L 4 K to be an iso-
morphism.

(3) asserts that G preserves these coequalizers, by theorem 4.1(2) the unit of the
adjunction L 4 K is an isomorphism. One subtlety is that we are not applying G
to all coequalizers in B, but only to those of G-split pairs, but the proves for both
cases are identical.

All necessary conditions of WrT are met, so G is monadic.

(<) If G is monadic, there exists an equivalence B ~ AT under which G corre-
sponds to the forgetful functor GT : AT — A.

(2) GT reflects isomorphisms. Let h : (A,a) — (B,/) be a morphism of T-
algebras such that the underlying morphism £ is an isomorphism in A. We must
show that 2! is also a morphism of T-algebras. Since % is a homomorphism, we
have

hoa=poTh

Since h is an isomorphism in A, h~! exists. Pre-composing with A~' and post-
composing with (Th)~! = Th™! yields:

oo T(h_l) =hlop

This is precisely the condition for ! : (B,3) — (4,«) to be a T-algebra mor-
phism. Thus, & is an isomorphism in A™. Since the choice of & is arbitrary, GT
reflects isomorphisms.

(1) GT hasall coequalizers of GT-split pairs and preserves them. Let f, g : (4, o) =
(B, ) be a pair of T-algebra morphisms. Suppose the underlying pair f, g in A has
a split coequalizer.
f
A——B-—-2150Q

%/'\/
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Since split coequalizers are absolute, applying T yields a split coequalizer diagram
in A:

Tf
TA —— TB —%. TQ
)\T_‘g/ \/
Tt Ts

Consider the map g o §: TB — @, it coequalizes (T f, Tg) because
(qop)oTf=qofoa=qgogoa=(qof)oTyg

Since Tq is a coequalizer, by the universal property, there exists a unique morphism
v : TQ — @Q such that y o Tq = ¢ o 5. The pair (Q),y) forms a T-algebra, because

1. Unit. We need 7 o g = idg.

yongoq=vyoTgong=qoBong=gqoidp=gq

Since q is a split epimorphism, we have v o ng = idg.
2. Associativity. Similarly, yoTv = oy, is true pre-composing with T?¢ (which
is epimorphic).

Finally, the equation v o Tq = ¢ o [ states exactly that ¢ : (B,() — (Q,7) is a
homomorphism. Since GT creates limits, g is the coequalizer in AT.

]

Again, we can apply lemma 4.3 to rewrite preconditions of Prr into several
equivalent forms as in theorems 4.4 and 4.5.

Theorem 4.4 (Precise Monadicity Theorem, Pr1°). Let F 4+ G : A — B be an
adjunction, then G is monadic if and only if the following conditions hold:

(1) B has coequalizers of all G-split pairs.

(2) G preserves coequalizers of all G-split pairs.

(3) G reflects coequalizers of all G-split pairs.

Proof. (=) The proof follows a similar strategy as in theorem 4.1. The idea is still
to show that

(1) = the comparison functor K : B — AT admits a left adjoint L.

(1)(2) = the unit n* : idyr = KL is a natural isomorphism.
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(1)(2)(3) = the counit ¥ : LK = id3 is a natural isomorphism.

(1) We follow the construction of the left adjoint L from Wrr. Recall from the-
orem 4.1 that L(A, «) is defined as the coequalizer of the pair (Fa,cp4) in B. In
WrtTt, we assumed B had all coequalizers. Here, we simply check if this specific
pair falls under hypothesis (1).

Applying G to the pair (Fa, ep,) yields the pair (GFa, Gepa) = (Ta, pa). Again,
it is part of the standard split coequalizer diagram for an algebra in A:

I
T2A — 7 TA % A (4.21)
NI N
NTA A

By hypothesis (1), the coequalizer ¢4 ) : FA — L(A, o) exists in B. The rest of
the construction of L remains identical to WrT.

(2) We must show the unit n* is an isomorphism. In the proof of Wrr, this relied
on G preserving the coequalizer of (Fa,er4). As established in step (1), this pair
is G-split. Hypothesis (2) states that G preserves coequalizers of all G-split pairs.
Therefore, the image of the coequalizer diagram under G:

2 L GQ(A,Q)
T2A TA S GL(4, )
To

is indeed a coequalizer in A. From this point, the proof is verbatim identical to
WrT.

(3) Finally, we show the counit % is an isomorphism. Recall from Wrr that LK B
is defined as the coequalizer of the pair (FGeg, crgp). In WrT, we used the fact
that G reflects isomorphisms. Here, we use the reflection of coequalizers.

First, observe that this pair is G-split. Applying G gives (GFGep, Gerap) =
(TGep, tgp)- This is the presentation of the free algebra on GB, which admits
a split coequalizer in A that is contractible to GB via Gep. Since the image under
G is a coequalizer diagram, and the pair is G-split, hypothesis (3) implies that the
original diagram in B is a coequalizer:

FGFGB —____ FGB —"— B (4.22)

—

However, by definition of L, the object LK B is also the coequalizer of this exact
pair. Since colimits are unique up to unique isomorphism, there exists a unique
isomorphism LKB = B. By the universal property, this isomorphism is exactly
the counit k.



60

Thus, G is monadic.

(«<=) When G is monadic, by theorem 4.3, theorem 4.4(1) is satisfied. Also the-
orem 4.3(2) ensures that G is conservative, and theorem 4.3(3) ensures that G
preserves coequalizers of all G-split pairs, so theorem 4.4(2) is satisfied. Finally,
by lemma 4.6, G reflects coequalizers of all G-split pairs, so theorem 4.4(3) is also
satisfied. O

Theorem 4.4 shows in a direct way that what is precise about Prr comparing
to WrT—it only requires B to have and G to preserve and to reflect coequalizers
of a particular class of pairs, rather than all pairs. There is another equivalent
formulation of Prt, which is often referred to as the standard formulation of Beck’s
Precise Monadicity Theorem, presented in theorem 4.5.

Theorem 4.5 (Precise Monadicity Theorem, Pr1*). Let F 4+ G : A — B be an
adjunction, then G is monadic if and only if G creates coequalizers of all G-split pairs.

Proof. By theorem 4.3, G is monadic if and only if theorem 4.3(2)(1)(3) are satis-
fied.

(PTT = P177)

By lemma 4.6, theorem 4.3(2) and theorem 4.3(3) implies that G reflects coequal-
izers of all G-split pairs. By lemma 4.3, this implies that G creates coequalizers of
all G-split pairs.

(PTT* = P171°)

Note that A has coequalizers of all pairs (G f, Gg) where (f, g) is a G-split pairin B,
because a pair (f, g) in B is G-split if (G f, Gg) has a split coequalizer in A, thus a
coequalizer certainly exists. So by lemma 4.3, Prt" is equivalent to the conjunction
of theorem 4.3(1) (3) and that G reflects coequalizers of all G-split pairs, which is
exactly the condition of theorem 4.4.

(Pr1° < P171)
As shown in theorem 4.4, P11° is equivalent to Prr. O

Another precide monadicity theorem was presented on [ML98], which allows
us to replace split coequalizers with absolute coequalizers.

Theorem 4.6 (Precise Monadicity Theorem, Pr1*). Let F 4+ G : A — B be an
adjunction, then G is monadic if and only if the following conditions hold:

(1) B has coequalizers for all G-absolute pairs®.

3Similar to G-split pairs, a pair f, g is called G-absolute if G f, Gg admits absolute coequalizers.
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(2) G preserves coequalizers of all G-absolute pairs.

(3) G reflects coequalizers of all G-absolute pairs.

Proof. One direction of the proof is straightforward.

(=) By lemma 4.4 every split coequalizer is absolute, so every G-split pair is a
G absolute pair. If G has, preserves and reflects coequalizers of all G-absolute
pairs, it must also have, preserve and reflect coequalizers of all G-split pairs, which
by theorem 4.4 implies that G is monadic.

(<) Assume G is monadic. As in the proof of theorem 4.4, we may (up to equiv-
alence) identify B with the Eilenberg—-Moore category A™ of the induced monad
T = GF, and identify G with the forgetful functor

UT. AT - A,

Under this identification, it suffices to show that UT creates coequalizers of all
UT-absolute pairs. Then lemma 4.3 applied to the class of all UT-absolute pairs
immediately yields (1)-(3). Let f,g : (4,a) = (B,f3) be a parallel pair in AT
which is UT-absolute. By definition, the underlying pair Uf, Ug : A = B admits
an absolute coequalizer ¢ : B — () in A. Since ¢ is absolute, it is preserved by
every functor, in particular by 7. Thus Tq : TB — T(Q is a coequalizer of Tf, Tg
in A. Exactly as in the proof of theorem 4.4, we now lift ¢ to a T-algebra morphism.
The composites go § : TB — () coequalize T f, Tg, and therefore by the universal
property of the coequalizer Tq, there exists a unique map

7:TQ — Q
such that
yoTqg=qolp. (4.23)

The verification that v satisfies the T-algebra axioms is identical to the calculation
already carried out in the proof of theorem 4.4: precomposing both sides of the
two required equations with the regular epis g and T?¢ reduces them to the corre-
sponding equations for (B, ). Thus (Q, v) is a T-algebra, and (4.23) states exactly
that

q:(B,B) —(Q7)

is a T-algebra morphism. To show that g is the coequalizer of f, g in AT, let

h:(B,3) — (C,x) inAT
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satisfy ho f = hog. Onunderlying arrowsin A, this says UhoU f = UhoUyg, so since
q is a coequalizer of U f, Ug, there is a unique map k : Q — Cin Awithkog = h.
The standard argument from theorem 4.4 now applies verbatim: precomposing
ko~yand x o Tk : TQ) — C with the coequalizer Tq and using (4.23) shows
that both composites equal i o 3. Since Tq is an epi as a coequalizer, we conclude
ko~ = x0Tk, so kis a T-algebra morphism. Uniqueness follows from uniqueness
of the underlying map in A.

Thus ¢ is the coequalizer of f, g in AT and its underlying arrow is the absolute
coequalizer of Uf, Ug in A. Therefore U™ creates coequalizers of all UT-absolute
pairs. Applying lemma 4.3 to this class yields that UT (hence G) has, preserves,
and reflects all coequalizers of G-absolute pairs, establishing (1)-(3). [

4.2.3 Other Intermediate Monadicity Theorems

The power of precise monadicity theorems like PtT or PrT° is that it provides nec-
essary and sufficient conditions for monadicity. In practice, verifying its conditions
directly can be complex. thus several simpler-to-verify but stronger sufficient con-
ditions were also proposed, following the classical terminology of Mac Lane. We
present them in order from the strongest to more specialized assumptions: the
Crude, Vulgar, and Reflexive monadicity theorems.

Theorem 4.7 (Crude Monadicity Theorem, Crr). Let F 4 G : A — B be an adjunc-
tion, then G is monadic if it satisfies the following conditions:

(1) B has coequalizers for all G-split pairs.

(2) G preserves all coequalizers.

(3) G reflects all coequalizers.

Proof. 1t is clear from definition that Crr has a stronger precondition than PrT, as
it requires G to preserve and reflect all coequalizers, not just those of G-split pairs.

Therefore, if G satisfies the conditions of CrT, it also satisfies those of Prr, and
hence is monadic. O

Theorem 4.8 (Vulgar Monadicity Theorem, Vrr). Let F 4 G : A — B be an adjunc-
tion, then G is monadic if it satisfies the following conditions:

(1) B has split coequalizers for G-split pairs.
(2) G reflects coequalizers of all G-split pairs.
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Proof. Just notice that split coequalizers are absolute colimits, so G automatically
preserves them. Therefore the conditions of VT is stronger than those of Prr, as it
requires B to have split coequalizers for G-split pairs, instead of just coequalizers.
Hence, if G satisfies the conditions of VT, it also satisfies those of PrT, and thus
is monadic. O

Theorem 4.9 (Reflexive Monadicity Theorem, Rrt [Riel7, Proposition 5.5.8]). Let
F 4 G : A — Bbeanadjunction, then G is monadic if it satisfies the following conditions:

(1) B has all coequalizers of reflexive pairs.
(2) G is conservative.

(3) G preserves coequalizers of all reflexive.pairs.

Proof. We prove by showing that these conditions implies G creates reflective G-
split pairs. By hypothesis (1), since B has coequalizers of all reflexive pairs, it must
have coequalizers of all reflexive G-split pairs. By hypothesis (3), G preserves co-
equalizers of all reflexive pairs, so it preserves coequalizers of all reflexive G-split
pairs. By lemma 4.6, a concervative functor reflects any coequalizers that it pre-
serves. Therefore G reflects coequalizers of all reflexive G-split pairs, so G creates
coequalizers of all reflexive G-split pairs, which is stronger than the condition of
Prr. Hence, if G satisfies the conditions of Rrr, it also satisfies those of Prt, and
thus is monadic. O

So far, we have seen nine (theorems 4.1 to 4.9, essentially five) monadicity theo-
rems in this section. and their relations can be summarized as a lattice in figure 4.1,
where arrows indicate implication relations from the upper theorem to the lower
one.

PrT

N

CrtT RrT VT

~ 1 7

WrtT

Figure 4.1: Implication relations between monadicity theorems.

Interestingly, in proofs of theorems 4.2, 4.4 and 4.9, the problem is often re-
duced to “finding the set of coequalizers that G needs to create” and maintaining
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corresponding preservation and reflection properties, thus naturally there arises
a Galois correspondence between the class of coequalizers that G need to create
and the strength of the monadicity theorem. For example, given an adjunction
F 4 G : A — B, S be aclass of all coequalizers in B, S€ be the class of coequal-
izers for all G-split pairs in B, and S& be the class of coequalizers for all reflexive
G-split pairs in B. The following correspondence summarizes this idea:

PrT S
‘ ' ‘ U
RrT SE
U Ul
Wtrt SG

This correspondence shows that the fewer coequalizers G needs to create, the
stronger the monadicity theorem becomes—and the best we can do is the precise
monadicity theorem, which requires G to create only coequalizers of G-split pairs,
while the worst case as shown in WrT requires G to create coequalizers in the
largest class S.

In fact, there are even more variants in the literature, including Strict Monadic-
ity Theorems[Riel7]*, Linton’s Monadicity Theorem|[Lin66 |, Duskin’s Monadicity The-
orem|[Dus06], Relative Monadicity Theorems[ AM25] and many others, each focusing
on different aspects of characterizations and thus having different application sce-
narios.

4.3 Examples of Monadic Adjunctions

Having established the hierarchy of monadicity theorems and their requisite con-
ditions, we now turn to their practical application. To demonstrate the utility of
these criteria, we examine a canonical case wherein the algebraic structure is clear.
Consider our favorate example of the free-forgetful adjunction between Grp and
Set in example 4.4.

Example 4.4 (Forgetful functor G : Grp — Set is Monadic). Let G : Grp — Set
be the forgetful functor from the category of groups to the category of sets. Then
G is monadic. We verify the four conditions of the theorem 4.9

4Replacing creation with strict creation.
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(1) G has aleft adjoint F. This is satisfied by the free group functor F : Set — Grp,
which sends any set X to the free group FX generated by the elements of X.
Thus F 4 G is the canonical free—forgetful adjunction.

(2) G reflects isomorphisms. If f : H — K is a group homomorphism such that
its underlying function Gf : GH — GK is a bijection, then f must be an iso-
morphism in Grp. Indeed, the set-theoretic inverse /' : GK — GH is easily
checked to respect the group operation, hence it is a group homomorphism
and serves as the inverse to f in Grp.

(3) Grp has coequalizers of all reflexive pairs. In fact, Grp is cocomplete and has
coequalizers for all parallel pairs. For homomorphisms f,g : G = H, the
coequalizer is the quotient map ¢ : H — H/N, where N is the normal closure
of the set {f(z)g(z)™' | z € G}.

(4) G preserves coequalizers of all reflexive pairs. Consider the coequalizer g :
H — H/N from (3). Applying G yields the diagram of sets

GH % G(H/N).

The set G(H/N) is the set of cosets of N in H, and the map G¢ sends i — hN.
This is exactly the coequalizer of the set-maps Gf,Gg : GG = GH in Set,
since the underlying equivalence relation on GH generated by f(z) ~ g(x) is
precisely the relation whose quotient is H/N. Thus G preserves coequalizers
of reflexive pairs.

What is a non-example of a monadic functor? Consider the forgetful functor
from topological spaces to sets.

Example 4.5 (The forgetful functor G : Top — Set is not monadic). Let G : Top —
Set be the underlying-set functor with left adjoint F : Set — Top sending a set
to the discrete topological space on that set. By theorem 4.3, if G were monadic,
it would have to be conservative. But G does not reflect isomorphisms, because
bijections are not necessarily homeomorphisms. To see this, choose a set X with
at least two elements and let X; be X with the discrete topology, X; the same set
with the indiscrete topology. The identity function

idX : (Xd — Xz)

is a continuous bijection (every map into an indiscrete space is continuous). How-
ever, its inverse idx : (X; — X4) is not continuous unless X has at most one point.
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Hence idx : X4 — X, is not a homeomorphism, although G(idy) is a bijection.
Therefore G fails to reflect isomorphisms.

What is the essence that makes the forgetful functor monadic? An intuition is
that the forgetful functor would have to forget as much as an algebraic structure
can be forgotten. In fact, Top is not an algebraic category over Set, thus Top cannot
be a category of models of a finitary algebraic theory. Does it mean that monadic
functors only arise from algebraic structures? Not necessarily. The free-forgetful
adjunction between the category of Stone Spaces and Set is monadic, even though
Stone spaces are not algebraic structures.
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Chapter 5

Algebraic Theories

One of the most important and well-studied application of the monadicity theorem
is to algebraic theories, where it provides a powerful framework for understand-
ing the relationship between algebraic structures and their underlying sets. In this
chapter, we will see why the Eilenberg-Moore category is often called the cate-
gory of monad algebras. In particular, We will discuss present several examples of
monadic adjunctions arising from categories of concrete algebraic structures, and
then prove an equivalence between category of algebras and category of monad al-
gebras over Set in section 5.1. We will finish the thesis with some following studies
related to free constructions and monadicity, in universal algebra and theoretical
computer science section 5.2.

5.1 Algebras are T-Algebras

At the beginning of chapter 3, we posited that monads could be intuitively un-
derstood as generalized algebraic structures. To formalize this intuition, we must
examine how classical algebraic structures align with the categorical definition of
algebras for a monad. In fact, many familiar algebraic structures can be character-
ized as algebras for certain monads. Moreover, the forgetful functors from cate-
gories of these algebraic structures to Set are often monadic.

We will firstly recall the definition of single-sorted algebraic theories, or equational
theories.

Definition 5.1 (Equational Theory). An equational theory or single-sorted algebraic
theory is a pair (3, £) where the signature ¥ = {O,}, . is a family of operation-
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symbol sets, and £ is a set of equations between ¥-terms in finitely many variables.
For each ¢ € O,,, we say it has arity n, written ar(c) = n.

For readers familiar with notions from Model Theory, an equational theory is
essentially a first-order theory without relation symbols and only with function
symbols of finite arity, where all axioms are equations between terms. In particular,
all equations are in Skolem normal form, which are universally quantified equations
between terms.

Definition 5.1 is not categorical, as £, O,, and £ are just formal notions, However
there is a beautiful categorical formalization of equational theories. First, we need
to categorize the notion of signature using functors.

Definition 5.2 (Signature functor). Given an equational theory (3, £), the signature
endofunctor ¥ : Set — Set is defined as a coproduct of functors X — X" for each
operation symbol with arity n in ¥, explicitly,

X =[] 0. x X"

neN

From definition 5.2, to define functor ¥ we implicitly require the underlying
category to have finite coproducts and finite products. Since in classical algebraic
theories we are often working over sets, we may as well assume the underlying
category is Set, which indeed has all small limits and colimits.

There is a known result from monadicity theorem that, given a signature func-
tor ¥ : A — A over a category A with finite coproducts, the category of X-algebras
is monadic over A if and only if that the forgetful functor has a left adjoint. In par-
ticular, the following theorem characterizes this.

Theorem 5.1. [Awo06] Let A have finite coproducts and ¥ : A — A be an endofunctor.
The following are equivalent:

(1) There exists an monad T on X such that

AT ~ 3-Alg.

(2) The forgetful U : 3-Alg — A has a left adjoint.
(3) Foreach A € Ob A, the endofunctor ¥ 4(—) = A + X(—) has an initial algebra.
Proof. I'll prove by showing (1) = (2) = (3) = (2) = (1).
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(1) = (2) Consider the comparison functor K : ¥-Alg — AT, since K is an
equivalence, it has a quasi-inverse J, and in particular, J 4 K. Consider
the adjunction FT -4 U™ between A and the Eilenberg-Moore category AT.
By lemma 2.2 adjunctions are composable, we have J o F* 41 GT o K = U,
by lemma 2.1 left adjoints are unique up to isomorphism, so J o FT is left
adjoint to U.

(2) = (3) Suppose that U has a left adjoint F : A — 3-Alg and consider the
endofunctor ¥4 X = A+ X X. Given a ¥ 4-algebra (X,7: A+ XX — X), by
the universal property of coproduct, v uniquely decomposes as [, 3], where

a:A— X f:3XX —- X

and conversely any pair («, 3) gives a unique 7. Thus, a X 4-algebra is exactly
the same data as

a X algebra (X, 3) and amorphisma: A — U(X,[5) =X

For each A in A, denote F A by
FA= (XA, py: TX'A — XA)

where 3¥* = UF, and consider the unit 74 : A — 3*A of the adjunction
F-HU.

Claim 5.1. I4 = (X*A, [na, pa) : A+ XX*A — 3*A) is the initial X 4-algebra.
Proof of claim 5.1. To see the universal property, let (X, [«, 5]) be any X 4-algebra,
wherea: A — ¥*Aand 3 : ¥¥*A — ¥*A. By definition 2.17 of the adjunc-
tion F - U, there exists a unique X-algebra homomorphism 4 : FA — X

such that
Uhona =«

Using the universal property of coproducts,
[a, 5] (ida+3h) = [, o Bh]  hona,pa]l =[hona,hopa]
But meanwhile,

1. hona = Uhony = a, by the universal property of adjunction, and
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2. hopuy = oXh,because h : (X*A, ua) — (X, ) is a 3-algebra homo-
morphism.

so we have
[, B] (id g +3h) = h o [na, pa]

implying that the following diagram commutes

AL oyrg Mat= o4 sy

[na #A}l l[aﬁ]

E*Aﬁ)(

so there is always a morphism from /4 to any arbitrary 3 4-algebra (X, [a, /]).
To see the uniqueness, let & : ¥*A — X be any X 4-algebra homomorphism,
then similarly we have

[, 8] (ida +3k) = k o [na, pa]
precomposing the coproduct injections gives
kona =«

so k is a 3-algebra homomorphism with Uk o4 = a. By the adjunction, the
Y-algebra homomorphism with this property is unique, hence £ = h. This
shows the initiality of 14, i.e. I is the initial X 4-algebra. [l

(3) = (2) Assume for each A € Ob A, the endofunctor ¥ 4(—) = A+ 3(—) hasan

initial algebra
(]A,LA . A—FEIA — [A)

By the coproduct property, write 14 = 14, f14], with
nAZA—>[A MA:EIA—M'A

SO (14, p14) is a X-algebra, and 14 : A — I4 is a chosen morphism into its
underlying object. Define F : A — 3-Alg on objects by

FA = (14,114)
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and on morphisms as follows. Let f : A — B be any morphismin A, consider
the X-algebra FB = (I, 15) together with the morphism o :=ngo f: A —
Ip. This forms a ¥ 4-algebra

(Ig,[npo f,up): A+Xlp — Ip)

By initiality of (14, [n4, 114]), there exists a unique morphism F f : (14, p1a) —
(Ip, up) such that the following diagram commutes

A+ I, N 4 sy,
[nmm}l l[nBOfqu]
_[A ****** 15 } ****** > _[B

The uniqueness of F f guarantees functoriality of F, i.e.
Fidy =idpy  F(gof) =FgoFf

so F is a well-defined functor from A to X-Alg.

Claim 5.2. F 4 U.

Proof of claim 5.2. Define function ¢ : 3-Alg(FA, (X, 3)) — A(A, X) by map-
ping a ¥-algebra homomorphism & : (14, 1a) — (X, ) to the composite

®(h)=hons: A— X

Define function ¥ : A(A, X) — 3-Alg(FA, (X, 3)). Consider a morphism
a: A — X, then (X, [a, 5]) forms a X 4-algebra, by initiality of (14, [, it4]),
there exists a unique ¥-algebra homomorphism

a:(Ia,pa) — (X, B)

Q.

such that @ o 4 = a. Define ¥(«)

1. ®(V(a)) = d(@) =aons =a,s0do ¥ = id,

2. Leth : (I4,pa) — (X, B) be a X-algebra homomorphism, set a = h o
nathen U(®(h)) = @, which is the unique X-algebra homomorphism
such that @ o ny = a = h ony, by uniqueness, @ = h, so ¥ o ® = id.
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The bijection is natural because both ® and ¥ are defined using only com-
position with ¥-algebra morphisms, which is functorial. This shows that
FAU. O

(2) = (1) This is true by applying theorem 4.5 Pr1*, that U is monadic if it has a
left adjoint and creates U-split coequalizers. Let F be the left adjoint of U,
(X, p) and (Y,v) be X-algebras, and let f,g : (X,5) = (Y,7) be a pair of
parallel morphisms, so we have a parallel of morphisms f, g : X = Y for the
underlying objects with the additional usual homomorphism condition

JoB=vy0Xf gof=v03g

Assume this pair is U-split. That means that in A we have a split coequalizer
diagram:
Uf=f q
X—Y —— A
A N
s t

withmaps s: Y — X andt: A — Y satisfying
gof=gqog gqos=idy  fol=idy  got=sogq

Define a : ¥ A — A via the composite

A oy T oy 1 A

\_/

[e7

Observe that ¢ : (Y,7) — (A, ) is a well-defined X-algebra homomorphism,
because

aoXg=(goyXs)oXg=gqoyoN(soq)
=qgoyoX(got)=qoyoXgoXt
=qo(yoXg)oXt=qgogofot
=(gog)ofoXt=qofofodt
=qo(fof)oXt=qgoyoXfoldt
=qgoyoX(fot)=qgo~yoXidy
=qovn
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Meanwhile, ¢ is a coequalizer of f, g in 3-Alg, because consider k : (Y,v) —
(Z,6) be any X-algebra homomorphism that coequalizes f and g in ¥-Alg,
i.e.

kof=kog

applying U to both sides, we have Uk coequalizes Uf = f and Ug = g, i.e.
UkoUf=UkoUg = Ukof=Ukog

Since ¢ : Y — Aisacoequalizer in A, there exists a unique morphism ¢ : A —
UZ in A such that ¢ o ¢ = Uk, i.e. the following diagram in A commutes.

f
X?Y%A

N

A

(5.1)

~

Claim 5.3. /¢ is a 3-algebra homomorphism, because

loa=logoyoXs= (Log)o~yoXs
=UkoyoXs=(Ukovy)oXs
= (00 X(Uk)) 0o s (k is a homomorphism)
=00X(Ukos) =034

i.e. the following diagram commutes

D) Q=N 34

A—7p— 2

which means that ( : (A, «) — (Z,0) is indeed a ¥-algebra homomorphism. Since
¢ o q = Uk = k as X-algebra homomorphisms, k factors through q in X-Alg.

To see the uniqueness of ¢, suppose 1,0y : (A, o) — (Z,9) are a parallel
pair of ¥-homomorphisms that are equalized ¢, i.e. {; 0 ¢ = ¢, o ¢ as maps
(Y,v) — (Z,0). Applying U, we get U¢; and U/, that are equalized by ¢ in
3-Alg, ie.

Ulioq=Ulyoq
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Since ¢ is a coequalizer in A, it’s an epimorphism, so U¢; = U/, but since
U is faithful, ¢; = ¢5. So ¢ is a coequalizer of f, g in 3-Alg. Since the choice
of f and g is arbitrary, by definition U creates U-split coequalizers. By theo-
rem 4.5, T = UF satisfies AT ~ 3-Alg, which is exactly the statementin (1).

[]

Before moving on, let us take a moment to inspect the free functor F : A —
3-Alg. In theorem 5.1(3) = (2), we constructed F as follows

FX = uY.X +3Y

which is the initial algebra of the endofunctor ¥ x(—) = X + ¥(—). Unfolding this
definition, FX = (£*X, «) could be understood as the algebra whose underlying
set X* X of X-terms is the smallest set such that

1. Every element in X is a Y-term, and

2. For every operation symbol o € O,, and elements z, ..., z, in £*X, the for-
mal expression o(zy,...,x,) is also a 3-term.

and the reason we say smallest is exaclty due to Lambek’s Lemma (lemma 3.1),
which asserts that the structure map a : X + ¥3*X — ¥*X is an isomorphism.
Moreover, the free-forgetful adjunction F 4 U induces an universal property of
FX

Proposition 5.1 (Universal property of free 3-algebras). Let X : Set — Set be the
signature functor for an equational theory (3, £). Then the free X-algebra F X = (3* X, a)
on a set X satisfies the following universal property: for any 3-algebra (Y, 3) and any
interpretation function [—] : X — Y, there exists a unique X-algebra homomorphism
[-1: FX — (Y, 3) such that the following diagram commutes

X s x

-] l[[ﬂ

Y

where nx : X — X*X is the unit of the adjunction.
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That is great! Theorem 5.1 tells us once given an algebraic theory (3, £), we can
just routinely construct the signature functor ¥ : Set — Set, and the problem of
inspecting what does X-algebras looks like would be reduced to checking whether
the forgetful functor U : 3-Alg — Set has a left adjoint-because if it has one, there
is an equivalence between the category of ¥-algebras and the Eilenberg-Moore
category Set™ for the induced monad T. In fact, functors defined in definition 5.2
are called polynomial functors for obvious reasons, and 34, which is a coproduct
of identity functor and a polynomial functor, is also a polynomial functor. It is a
well-known fact that polynomial functors are finitary' on Set always have initial
algebras, thus we get an equivalence X-Alg ~ Set™ for free!

But there is one thing we left out-how to enforce the equations £ in the theory
(2,£)? Consider T; = (X, &), the theory of groups, where ¥ consists of a binary
operation symbol -, a unary operation symbol (—)~! and a nullary operation sym-
bol e, and &; consists of the usual group axioms.

(@ y) z=2-(y-2)
e-r==x
r-e=x

r-xl=e
rlr=e

The signature functor ¥ : Set — Set is given by
X =XXxX+X+1

But also consider the theory Ty = (3, &) of abelian groups, where X is the same
as before, but
=6 U{z-y=y 2}

without changing the signature functor 3. Our equivalence 3-Alg ~ Set™ cannot
distinguish between these two theories yet, without considering the equations &,
and &,.

To see this, we need to extend 3-Alg to more refined categories called equational
categories, which are categories consisting of 3-algebras that satisfy the equations
in €. To define this we will firstly need to explain what does it mean to satisfy an
equation.

Ipreserve filtered colimits, skipped in this thesis
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Definition 5.3 (Equation). Given an equational theory (X, £), an equation in £ is a
pair of X-terms (t,t,) in n variables, written as

{ZEl,...,(L’n} | tlztg

for some n € N. A X-algebra (X, : X — X) satisfies the equation t; = ¢, if for

variable interpretation [—] : {21,...,2,} — X, the induced X-algebra homomor-
phism [—] : F{z1,...,z,} — (X, a) satisfies
[t:] = [t=

Definition 5.4 (Equational Category). Let (X, £) be an equational theory with sig-
nature functor ¥ : Set — Set. The equational category of this theory is the full
subcategory of X-Alg formed by all small (3, £)-algebras, which are 3-algebras
that satisfy all equations in £. We denote such a category by (X, £)-Alg.

In theorem 5.1, we have actually only seen an equivalence between the three
conditions, that is, AT ~ -Alg under certain conditions. The following theo-
rem proves the free-forgetful adjunction between Set and the equational category
(3, £)-Alg is indeed monadic.

Theorem 5.2. The forgetful functor U : (X, E)-Alg — Set is monadic.

Proof. Let U : (X, £)-Alg — Set be the forgetful functor. Recall from theorem 5.1
we constructed the left adjoint F : Set — X-Alg = (X, 0))-Alg via

FX = (3°X,0: BX°X — ¥*X)

It would be a straightforward check to see that here U also has a left adjoint F :
Set — (X, £)-Alg defined by

FX = (X, : XX — X*X)

and X*X is the quotient of ¥* X by the smallest congruence relation ~ generated
by the equations in £. By the Precise Monadicity Theorem 4.6 and lemma 4.3, it
suffices to show that U creates coequalizers of all U-absolute pairs. So let

be a parallel pair of (X, £)-homomorphisms such that the underlying maps U f, Ug
admit an absolute coequalizer

uUf g
X?Y%A
g
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in Set. By absoluteness, ¢ is preserved by every endofunctor on Set, in particular
by the signature functor 3 : Set — Set. Hence

Yq:¥Y - XA
is a coequalizer of the pair
Yf,¥g: XX = XY,

Since f and g are (X, £)-homomorphisms, in particular they are X-algebra homo-
morphisms, so

BoSf=foa, BoSg=goa.
Using that ¢ coequalizes U f and Ug, we compute

(qoB)oXf=qofoXf=qofoa=qgogoa=qofoXg=(qof3)oXyg.

Thus g o f: Y — A coequalizes X f, ¥ ¢, and since Xq is their coequalizer, there
exists a unique map 7 : ¥A — A such that

vyoXqg=gqolf. (5.2)

This endows A with the structure of a 3-algebra (A, v), and (5.2) is precisely the
condition that

q: (Y, 0) = (4,7)
is a X-algebra homomorphism.

To show that (A, v) satisfies the equations &, let ¢ = s be an equation in £ with
n free variables. For any (X, £)-algebra (Z, (), write

tz,SZ " — Z

for the corresponding 3-term operations. It is standard (and follows by induction
on the structure of terms) that for any X-algebra homomorphism & : (Z,¢() —
(Z',("), we have

hOtZ:tZIOhn hOSZ:SZ/Ohn.
Since (Y, ) is a (X, £)-algebra, it satisfies ¢t = s, i.e. ty = sy. Applying the above
withh =¢: (Y, 8) — (A,7), we get

qoty =tsoq", qosy =sa0q",

SO
taoq"=qoty =qosy =s40q".
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Because ¢ is an absolute coequalizer, its n-th power ¢" : Y — A" is again a co-
equalizer and hence an epimorphism in Set. Thus t4 = s4, and the equation ¢ = s
holds in (A, ). Since t = s was arbitrary, (A, ) is a (X, £)-algebra, which we de-
note (A,7) to stress that it satisfies all of £.

To show the universal property of ¢ in (X,&)-Alg, let h : (Y,5) — (C,0) be
a (X, £)-homomorphism with h o f = h o g. Forgetting algebra structure, ¢ is a
coequalizer of Uf, Ug in Set, so there exists a unique function £ : A — C that
factors h through ¢. Now we can see that k is a (X, £)-homomorphism (A,7) —
(C,0), because

koyoX¥g=kogof by (5.2)
=hof kog=nh
=4doXh h is a homomorphism

=doX(koq)=003Xkodq.
Because 3¢ is a coequalizer and hence epi, we conclude
ko~ =0o0Xk,

so k is a X-algebra homomorphism (A,7) — (C,§). Since (A4, ) already satisfies
all equations in &, k is in fact a (3, £)-homomorphism.

Uniqueness of £ as a homomorphism follows from uniqueness of the underly-
ing function factoring h through ¢ in Set. Hence ¢ : (Y, ) — (A,7) is a coequalizer
of f,gin (X, £)-Alg, and its underlying map Ug is the given absolute coequalizer
of Uf, Ug in Set.

Since the choice of the U-absolute pair ( f, g) was arbitrary, we have shown that
U creates coequalizers of all U-absolute pairs. By lemma 4.3, U therefore has, pre-
serves, and reflects coequalizers of all U-absolute pairs, and the hypotheses of the-
orem 4.6 Prr* are satisfied. Thus U is monadic. O

In fact, the forgetful functor U : (3, £)-Alg — Set is more than just monadic,
it is strictly monadic, as proved in [ML98].

5.2 Monads and Algebraic Theories

In the proof of theorem 5.1, we constructed the left adjoint functor F : A — ¥-Alg
via
FX = (3°X, py : SX°X — T°X)
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and similarly in theorem 5.2 but with the consideration of equations. It is not hard
to see that X* is a monad on A, and it is related to two concepts called free monads
and algebraically free monads.

5.2.1 Free Monad

The free monad is defined in terms of a universal property, similar to free objects
in general.

Definition 5.5 (Free monad). Let F : A — A be an endofunctor. A free monad on
F is a monad (F*,7, 1) on A equipped with a natural transformation ¢ : F = F*
such that for every monad T on A and every natural transformation a : F = T,
there exists a unique monad morphism @ : F* = T with @ o ¢ = a. In particular,
diagram (5.3) commutes.

a (5.3)

T

While an algebraically free monad captures the idea of monadicity of algebras
for an endofunctor.

Definition 5.6 (Algebraically free monad). Let T be a monad on A, F an endo-
functor on A. We say T is algebraically free on F if AT ~ F-Alg.

Corollary 5.1 shows that being algebraically free for a monad is a stronger con-
dition than being free.

Corollary 5.1 (Algebraically free = free). Let A be a category with finite coproducts
and X : A — A be an endofunctor, then any algebraically free monad on X is a free monad
on X.

Proof. Since T is algebraically free on 33, by theorem 5.1 the forgetful functor U :
3-Alg — A has a left adjoint F : A — 3-Alg and the induced monad is T = UF.
For each X € A, write X*X = TX with structure map px : ¥*X — ¥*X and
(XX, px) = FX is the initial 3-algebra on X.
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Define a natural transformation ¢ : ¥ = T by the composite

)3 QRSN 3) 3 ) QU SN 0pg

\_/

Lx

Now let (M, 7/, /') be any monad on A and let o : ¥ = M be a natural transfor-
mation. For each object X € A, consider the object M.X equipped with its canon-
ical M-algebra structure iy : MMX — MX. Using «, this induces a X-algebra
structure on ML.X:

[LIX o omMx - XMX — MX.

Since ¥*X is the free ¥-algebra on X, the universal property gives a unique -
algebra morphism
fx XX - MX

such that
fx onx =nk. (54)

Diagram (5.5) commutes by (5.4). It remains to show that diagram (5.6) com-
mutes.

X yey X s v X
\ lfx (55) fZ*X‘ ‘fx (56)
'
X

Consider the following larger diagram:
)I)IdIud QRIS yob y) 3l GEELARSENG Y5 )15 ¢
Efz*xl lfz*z*x lfz*x (5.7)
SMMY —MMYX MIMMX —M%, MM X

The left square commutes by naturality of : and «. The right square commutes
because fx-x is a ¥-algebra morphism, that is,

!
Jsex 0 psrx = pippx © nmx © X feex.



81

Therefore the outer rectangle of (5.7) commutes. Now apply the universal prop-
erty of the free X-algebra ¥*(X*X): the two composites

33YX — MMX
coincide, hence there exists a unique 3-algebra morphism
foex 1 DX — MY X

making the outer rectangle commute.

Unwinding the definition of ¢ and of the X-algebra structures, this is exactly
the commutativity of the right-hand one in diagram (5.3). Finally, suppose g :
T = M is another monad morphism satisfying gx o nx = 1’y for all X. Then each
gx : XX — MX is a ¥-algebra morphism agreeing with fx onny : X — ¥*X. By
initiality of ¥*X, we must have gx = fx. Hence g = f and f is unique. Therefore
T satisfies the universal property of the free monad on X. O

Corollary 5.1 in some sense proves the well-definedness of algebraically free
monads, that, they are indeed free! In fact, corollary 5.1 can be generalized to
any category, while the proof would need to involve higher categories [Kel80].
The other direction-that whether free monads are algebraically free—is not true in
general.

5.2.2 Lawvere Theory and Algebraic Effects

Historically in the same period as the development of monads, FW. Lawvere in-
troduced his notion of algebraic theories in [ Law63], also known as Lawvere theories,
based on the observation that: algebraic theories are categories T with finite prod-
ucts whose objects are the natural numbers, and algebras are then functors from T
to the category of sets which preserve finite products. Homomorphisms of alge-
bras are represented by natural transformations. This provides a more generalized
framework that allows higher-order reasoning about algebraic structures.
In this section, we only provide a brief introduction to Lawvere theories.

Definition 5.7 (Lawvere Theory). An Lawvere (algebraic) theory is a small category
T with finite products. A model or algebra for the theory 7T is a functor A : T — Set
preserving finite products. We denote by Mlod7 the category of models or algebras
of T, which is a full subcategory of the functor category [T, Set]. Morphisms, also
called homomorphisms, are the natural transformations.
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To better understand the shift in perspective offered by Lawvere theories, we
compare the classical syntactic approach to algebra with the categorical approach

of functorial semantics in Table 5.1.

Concept Classical Algebraic View

Functorial Semantics (Lawuvere)

Theory A presentation consisting of a
signature (operation
symbols) and a set of
equational axioms between
terms.

Models A set equipped with concrete
operations that interpret the
signature and satisfy the
given axioms.

Homomorphisms Functions between
underlying sets that respect
the operations (commute
with the structure).

Logic Relies on equational logic,
consisting of substitution of
equals and equivalence
relation laws.

A structured category T with
finite products. This captures
the algebraic structure
independent of a specific
presentation.

A functor A : T — Set (or
another category) that
preserves finite products.
The preservation of limits
ensures axioms are satisfied.

Natural transformations
between functors. This
definition arises
automatically from the
structure of the functor
category.

Admits universal models
within a classifying category
Cr, allowing for results on
logical soundness and
completeness relative to
categorical semantics.

Table 5.1: Comparison of classical equational theories and Lawvere’s functorial

semantics. [ AB09]

While the distinction between free and algebraically free monads addresses the
internal structure of the category of algebras, a parallel development in theoreti-
cal computer science utilizes this framework to model computational semantics.
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Specifically, we can view the side effects of imperative programming through the
lens of algebraic operations. In imperative programming, a function A — B is of-
ten impure because it implicitly reads from and writes to a mutable register, called
the state. The output depends not just on the argument A passed in, but on the
current value in the state V. Furthermore, the function might change V' as a side
effect. To model this in a purely functional and categorical setting, we must make
this dependency explicit, which is implemented by performing a transformation
on the function signature:

Input: The function requires the current state V' to run. Thus, the domain
becomes V' x A.

Output: The function produces a result B, but also a (potentially modified)
new state V. Thus, the codomain becomes V' x B. This transforms the impure
arrow into a pure arrow:

VxA—VxB

By Currying?, we move the state input to the right side, isolating the domain A.
This yields the type definition of the State Monad:

A— (V—-VxB)
which further leads to the formal definition as follows.

Definition 5.8 (State Monad). Let A be a Cartesian Closed Category and let V' be
a fixed object in A representing the set of possible states. The State Monad T is
defined by the functor 7" : A — A where:

TA=(Vx A)Y

Here, an element of TA is a computation—a function that waits for an initial
state v € V' and returns a pair containing the new state and the result. To see that
T is indeed a monad, we must firstly verify that T is indeed an endofunctor on A,
by defining its functor action. Given a function f : A — B, we need a function
Tf:TA — TB. This is defined by composing the internal result with f without
touching the state mechanics, using the following Haskell-like pseudocode:

T (fg) = Mvdet (¢/,a) = g(v) in (v, f(a))

2Often need the category to be Cartesian-closed
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Then we need to show the unit 7 and multiplication x. The unit transformation
na : A — TA represents injecting a pure value into the monad. In the context
of State, this means returning a value without inspecting or modifying the state
register.

na(a) = v.(v,a)

This creates a computation that leaves the state v unchanged. The multiplication
pa : TTA — TA is responsible for flattening layers of state. If we have TTA, we
effectively have a computation that produces another computation, which has a
type of

V—(Vx((V—=(VxA))

To flatten this, we run the outer layer to get the inner layer, then run the inner layer:

pa(p) = Av.let (v, ¥) = p(v) in (V')

This threads the state v through the first computation to get v/, and then passes v’/
to the second computation.

The above definitions and constructions should feel natural for anyone familiar
with functional programming and monads. However, monads can be harder to
compose directly [JD93]. In fact, if T and T are two monads, their composition
T, 0Ty is not necessarily a monad. To address this, Plotkin and Power [PP02, PP03 ]
observed that many computational effects, including state, can be described using
algebraic operations and equations. That is, (some) effects are algebras of algebraic
theories, which are therefore called effect theories.

In particular, for the state monad, we can define two basic operations:

Definition 5.9 (Mnemoid). A mnemoid on Set is an algebra with a underlying set
A and the corresponding signature ¥ induced by the following operations

(1) a V-ary operation
get: AV — A

(2) aunary operation for each v € V.

put,: A — A

such that the following diagram commutes for all v, vy, v, € V:
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v get

A Py 4y PN AV 4
) lget (5.8) \ lp“tm (5.9) = qutv (5.10)
i put,
Y T A—— A

There is an intuitive explanation® of these equations.

(5.8) corresponds to the equation
get(Av.put,(K)) = K

which means that if we read the state and immediately write it back, the state
remains unchanged.

(5.9) corresponds to the equation

put,, (put,, (x)) = put,, (x)

which means that if we write v; to a register and then write v,, the first write is
overwritten, and only v, remains.

(5.10) corresponds to the equation

put, (get(f)) = put,(f v)

which means that if we write v to the state, and then read the state to pass it to
a function f, it is equivalent to directly passing v to f and writing the result.

It turns out that these three equations are Hilbert-Post complete [Prel0], that
is, if we add any equation that does not already follow from these, the theory
trivializes in the sense that all equations become derivable. In 2002, Plotkin and
Power [PP02] proved that the category of mnemoids is equivalent to the category
of algebras of the state monad, i.e.

ModT ~ SetT.

where T is the effect theory of State, and T is exactly the State monad defined
in definition 5.8. The proof involves three main steps:

3We use continuatin-passing style because it aligns with the order of computation.
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(1) establish that the state monad T is finitary.

(2) construct a functor
L @M — @T

starting from the Lawvere theory ©y; of mnemoids by interpreting the get
and put operations and by checking that the equations are valid in O
(3) show that the functor ¢ is full and faithful.

This shows a deep connection between algebraic theories and monads in modeling
computational effects, and provides a powerful framework for reasoning about
and composing effects in programming languages.
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Chapter 6

Conclusion

This thesis has explored the fundamental interplay between Free Constructions
and Monadicity, uniting these concepts within the rigorous framework of Cate-
gory Theory. Our objective has been to clarify how the intuitive notion of free-
ness—generating structure without unnecessary constraints—is formally realized
through adjunctions and their associated monads.

A central focus of this work was the systematic analysis of Beck’s Monadicity
Theorem. Rather than presenting the theorem as a singular result, we explicated a
hierarchy of monadicity conditions—ranging from Weak to Precise and Reflexive
variants. By organizing these theorems into a coherent lattice structure, we high-
lighted that the exactness of a functor is determined by its behavior toward specific
classes of coequalizers, particularly split and absolute coequalizers. This analysis
demonstrates that monadicity is essentially a measure of how faithfully a functor
preserves the algebraic structure inherent in these colimits.

Furthermore, we applied this machinery to Algebraic Theories, detailing the
equivalence between the category of models for an equational theory and the Eilenberg-
Moore category of its induced monad. We also extended this perspective to the do-
main of theoretical computer science, illustrating how computational effects, such
as state, can be rigorously treated as algebraic structures governed by operations
and equation.

Ultimately, this thesis serves to demonstrate that the abstract machinery of
Monadicity is not merely a technical criterion, but the essential bridge between
Syntax and Semantics. It provides the formal language to understand how alge-
braic structure is generated, preserved, and recognized across both mathematical
and computational contexts.
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Appendix A

Special Categories

Definition A.1 (Category of Sets). The category Set has:
o Objects: all sets
e Morphisms: functions between sets
o Composition: composition of functions

o Identity morphisms: identity functions idy : X — X where idx(x) = z for all
reX

Proof of well-definedness. Function composition is associative: if f : A — B, g :
B — C,and h : C — D, then (hog)o f(x) = h(g(f(z))) = ho(go f)(x) for all
r € A. Identity morphisms satisfy idgof = fand f oids = f for any function
f:A—B. []

For a family of sets { X };c;, their product (or cartesian product) [];c; X, is the set
of all functions f : I — U,c; X; such that f(i) € X, foralli € I. For each j € I,
there is a canonical projection ; : [T;,c; X; — X defined by 7;(f) = f(j).

Their coproduct (or disjoint union) 11;c; X is the set U< (X; x {i}) with canonical
inclusions ¢; : X; — [l;c; X; defined by ¢;(z) = (z, j).

Definition A.2 (Null Object). A null object 0 in a category A is an object that is both
initial and terminal.

Definition A.3 (Zero Morphism). Let A be a category with a null object 0. For any
objects A, B in A, the zero morphism 0 : A — B is the unique morphism that factors
through 0.
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Definition A.4 (Kernel and Cokernel). In a category A with a null object, the kernel
of f: X — Y isanequalizer of f and 0 : X — Y. The cokernel of f is a coequalizer
of fand 0.

Definition A.5 (Image). In a category with kernels and cokernels, the image of f
is Im f := ker(coker f).

Definition A.6 (Biproduct). A diagram X % 7 25 Y with py : Z — X and
iy - Y - Zisa biproduct ifpx’ix = idx, iypy = idy, and pyix +pxiy = idz.

Definition A.7 (Abelian Category). A category A is abelian if: (i) it has a null ob-
ject; (ii) it has binary biproducts; (iii) every morphism has a kernel and a cokernel;
(iv) every monomorphism is a kernel and every epimorphism is a cokernel.

Example A.1 (Category of Abelian Groups). The category Ab is abelian. The triv-
ial group is a null object; direct sums give biproducts; kernels and cokernels are
the usual ones; every mono is a kernel and every epi is a cokernel.

Definition A.8 (Exact and Short Exact Sequences). A sequence --- — A,_; In,
A, Jotn, Ap1 — -+ isexact if Im f,, = ker f,41 for all n. A short exact sequence is

0—>ALBi>O—>O,

Definition A.9 (Split Short Exact Sequence). The short exact sequence 0 — A =N
BL C— 0 is split if there exist s : B — Aand t : C' — B with sf =id4, gt = idc,
and fs+tg = idp.

Theorem A.1 (Characterization of Split Short Exact Sequences). The sequence 0 —
AL BL = oissplitif BE A C.

Definition A.10 (Category of Finite Sets). The category Sets, has:
o Objects: all finite sets
e Morphisms: functions between finite sets
e Composition: composition of functions
o Identity morphisms: identity functions

Proof of well-definedness. This follows from the same argument as Set, since com-
position of functions between finite sets remains a function between finite sets, and
identity functions on finite sets are identity morphisms. O
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Definition A.11 (Category of Posets). The category Pos has:
o Objects: all partially ordered sets (P, <)

e Morphisms: order-preserving functions f : (P, <p) — (Q, <¢) such thatp <p
p’ implies f(p) <q f(¥')

e Composition: composition of functions
o Identity morphisms: identity functions

Proof of well-definedness. The composition of order-preserving functions is order-
preserving: if f : (P,<p) — (Q,<g) and g : (Q,<g) — (R,<p) are order-
preserving, then for p,p’ € P with p <p p/, we have f(p) <o f(p') and thus
g(f(p)) <r g(f(p')). Identity functions are trivially order-preserving. Function
composition is associative by the same argument as in Set. O

Definition A.12 (Category of Groups). The category Grp has:
e Objects: all groups

e Morphisms: group homomorphisms f : G — H suchthat f(¢g1-¢g2) = f(¢1)m
f(g2) and f(eq) = ey

e Composition: composition of functions
o Identity morphisms: identity functions

Proof of well-definedness. The composition of group homomorphisms is a group ho-
momorphism: if f : G — H and g : H — K are homomorphisms, then (go f)(g1 ¢
92) = 9(f(91-¢92)) = 9(f(91)-1 [ (92)) = 9(f (91)) -, 9(f (92)) = (90F)(91) K (90 ) (g2)-
Identity functions are group homomorphisms. Function composition is associa-
tive as in Set. O

For a family of groups {G,}ic;, their direct product [[;c; G; is the group whose
underlying set is the cartesian product [];c; G; with componentwise multiplica-
tion. For each j € I, there is a canonical projection 7; : [[;c; Gi — Gj.

Their free product (coproduct in Grp) *;c;G; is the group of all words in the
disjoint union of the G; modulo the relations that hold within each G; and the
identification of identity elements. For each j € I, there is a canonical inclusion
Ly - Gj — *ieIGi-

Definition A.13 (Category of Topological Spaces). The category Top has:



91

e Objects: all topological spaces (X, 7)

e Morphisms: continuous functions f : (X, 7x) — (Y, 7y) such that f~(U) € 7x
forall U € 7y

e Composition: composition of functions
o Identity morphisms: identity functions

Proof of well-definedness. The composition of continuous functions is continuous: if
f:(X,7x) = (Y,7v)and g : (Y,7y) — (Z,72) are continuous, then for any U € 7,
we have (go )1 (U) = f~1(¢(U)) € 7x since g }(U) € 7y and f is continuous.
Identity functions are trivially continuous. Function composition is associative as
in Set. [

For a family of topological spaces {(X;, 7;)}icr, their product [];c; X; has the
product topology: the coarsest topology for which all canonical projections 7; :
[lier Xi — X are continuous.

Their coproduct (disjoint union) [[;c; X; has the disjoint union topology: a set
U C [lier X is open if and only if U N X is openin X; forall i € I.

Definition A.14 (Category of R-Modules). Let Rbe aring. The category R-Mod has:
e Objects: all R-modules

e Morphisms: R-module homomorphisms f : M — N such that f(m; +my) =
f(my) + f(me) and f(r-m) =r- f(m) for all m,m;,ms € M andr € R

e Composition: composition of functions
o Identity morphisms: identity functions

Proof of well-definedness. The composition of R-module homomorphisms is an R-
module homomorphism: if f : M — N and g : N — P are R-module ho-
momorphisms, then (g o f)(my + m2) = g(f(m1 + ma)) = g(f(m1) + f(me)) =
9(f(m1)) + g(f(m2)) = (g0 f)(m1) + (g0 f)(mz) and (g o f)(r-m) = g(f(r-m)) =
g(r- f(m)) =r-g(f(m)) =r-(go f)(m). Identity functions are R-module homo-
morphisms. Function composition is associative as in Set. ]

For a family of R-modules {M, };c;, their direct product [;c; M, is the R-module
whose underlying set is the cartesian product [];c; M; with componentwise ad-
dition and scalar multiplication. For each j € I, there is a canonical projection
Ty HiEI Mz — Mj.
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Their direct sum @,;.; M, is the R-submodule of [[;c; M; consisting of tuples
(m;)ier where only finitely many m; are nonzero. For each j € I, there is a canon-
ical inclusion ¢; : M; — @;c; M; sending m € M, to the tuple with m in the j-th
position and zero elsewhere.



93

Bibliography

[AB09]

[AM25]

[ Awo06 |

[Bec03]

[BR70]

[BWO0O0]

[CE99]

[Dus06]

[EM65]

Steve Awodey and Andrej Bauer. Introduction to categorical logic. Lec-
ture notes, 2009.

Nathanael Arkor and Dylan McDermott. Relative monadicity. Journal of
Algebra, 663:399-434, 2025.

Steve Awodey. Category Theory. Oxford University Press, Oxford, Eng-
land, 2006.

Jonathan Mock Beck. Triples, algebras and cohomology. Reprints in The-
ory and Applications of Categories, (2):1-59, 2003. Originally published as
Ph.D. thesis, Columbia University, 1967.

Jean Bénabou and Jacques Roubaud. Monades et descente. CR Acad. Sci.
Paris Sér. AB, 270(2), 1970.

Michael Barr and Charles Wells. Toposes, triples, and theories. Springer-
Verlag, 2000.

Henri Cartan and Samuel Eilenberg. Homological algebra, volume 19.

Princeton university press, 1999.

John Duskin. Variations on beck’s tripleability criterion. In Reports of the
Midwest Category Seminar III, pages 74-129. Springer, 2006.

Samuel Eilenberg and John C Moore. Adjoint functors and triples. Illinois
Journal of Mathematics, 9(3):381-398, 1965.



[God58]

JD93]

[Kan58]

[Kel80]

[Kle65]

[Law63 ]

[Lin66]

[Mac63]

[ML98]

[Mog88]

[Mog91]

94

G Godement. Topologies algébrique et théorie des faisceaux. Actualites
Scientifiques et Industrielles 1252, 1958.

Mark P Jones and Luc Duponcheel. Composing monads. Technical re-
port, Technical Report YALEU/DCS/RR-1004, Department of Computer
Science. Yale ..., 1993.

Daniel M Kan. Adjoint functors. Transactions of the American Mathematical
Society, 87(2):294-329, 1958.

G Max Kelly. A unified treatment of transfinite constructions for free
algebras, free monoids, colimits, associated sheaves, and so on. Bulletin
of the Australian Mathematical Society, 22(1):1-83, 1980.

Heinrich Kleisli. Every standard construction is induced by a pair of ad-
joint functors. Proceedings of the American Mathematical Society, 16(3):544—
546, 1965.

F William Lawvere. Functorial semantics of algebraic theories. Proceed-
ings of the National Academy of Sciences, 50(5):869-872, 1963.

Fred EJ Linton. Some aspects of equational categories. In Proceedings of
the Conference on Categorical Algebra: La Jolla 1965, pages 84-94. Springer,
1966.

Saunders MacLane. Natural associativity and commutativity. 1963.

Saunders Mac Lane. Categories for the working mathematician, volume 5.

Springer Science & Business Media, 1998.

Eugenio Moggi. Computational lambda-calculus and monads. University of

Edinburgh, Department of Computer Science, Laboratory for ..., 1988.

Eugenio Moggi. Notions of computation and monads. Inf. Comput.,
93(1):55-92, July 1991.



[PP02]

[PPO3]

[Prel0]

[Riel7]

[Wad95]

95

Gordon D. Plotkin and John Power. Notions of computation determine
monads. In Proceedings of the 5th International Conference on Foundations of
Software Science and Computation Structures, FoSSaCS '02, pages 342-356,
Berlin, Heidelberg, 2002. Springer-Verlag.

Gordon Plotkin and John Power. Algebraic operations and generic ef-
tects. Applied categorical structures, 11(1):69-94, 2003.

Matija Pretnar. Logic and handling of algebraic effects. 2010.

E. Riehl. Category theory in context. Aurora: Dover modern math origi-
nals. Dover Publications, 2017.

Philip Wadler. Monads for functional programming. In International
School on Advanced Functional Programming, pages 24-52. Springer, 1995.



	Contents
	Abstract
	Introduction
	The Basic Language
	Categories, Functors and Natural Transformations
	Universal Constructions: Limits and Colimits
	Adjunctions

	Monads and Algebras
	Monads and Their Algebras
	Free Algebras for Monads
	Resolving Monads into Adjunctions

	Monadicity Theorems
	Epimorphisms and Coequalizers
	Monadicity Theorems
	Examples of Monadic Adjunctions

	Algebraic Theories
	Algebras are T-Algebras
	Monads and Algebraic Theories

	Conclusion
	Special Categories
	Bibliography

