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Abstract FALCON is a winner of NIST’s six-year post-quantum cryptography standardisation
competition. Based on the celebrated full-domain-hash framework of Gentry, Peikert and
Vaikuntanathan (GPV) (STOC’08), FALCON leverages NTRU lattices to achieve the most compact
signatures among lattice-based schemes.

Its security hinges on a Rényi divergence-based argument for Gaussian samplers. However, the GPV
proof, which uses statistical distance to argue closeness of distributions, fails when applied naively
to FALCON due to parameter choices resulting in statistical distances as large as 2734 Additional
implementation-driven deviations from the GPV framework further invalidate the original proof, leaving
FALCON without a security proof despite its selection for standardisation.

In this work, we provide the first formal security proof of FALCON in the random oracle model, achieved
through a few conservative modifications, now incorporated into the forthcoming standard. At the heart
of our analysis lies an adaptation of the GPV framework to work with the Rényi divergence, along with
an optimised method for parameter selection under this measure. We also analyse the FFO SAMPLER
that is used in FALCON. Further, we prove the equivalence of plain unforgeability to a multi-target
inhomogeneous SIS problem, and strong unforgeability to a second-preimage version of this problem,
providing clear targets for cryptanalysis. Assuming these problems are as hard as standard SIS, we
demonstrate that FALCON-512 barely satisfies the claimed 120-bit security target, while FALCON-1024
achieves the claimed security level.
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1 Introduction

Among the 69 submissions to the NIST post-quantum cryptography standardisation process in 2016 [Kim16],
FALCON [PFH T 20] was selected as one of four winning algorithms in 2022. Currently, NIST is in the process
of drafting the corresponding FIPS standard. FALCON is a signature scheme based on the full-domain-hash
(FDH) paradigm [BR96], commonly known as “hash-and-sign”. In this framework, the public verification key
is a trapdoor permutation f and the signing key is the inverse f~!. To sign a message m, one first hashes
m to some point y = H(m) in the range of f, then outputs the signature o = f~!(y). Verification consists
of checking that f(o) =H(m). FALCON, like most of the selected algorithms such as KYBER [SAB'22] and
DiLiTHIUM [LDK T 22], relies on the hardness of lattice problems. Its design follows the FDH framework over
lattices, as formalised in the celebrated work of Gentry, Peikert and Vaikuntanathan (GPV) [GPV08], which
generalised the FDH paradigm to work with preimage sampleable trapdoor functions, rather than solely
permutations. Concretely, GPV signatures o are sampled from f~!(H(m)). By leveraging NTRU lattices,
introduced by Hoffstein, Pipher, and Silverman [HPS98, HHP " 03], FALCON benefits from their ring structure.
This allows a reduction in public keys by a factor of O(n) and accelerates many computations by a factor of
O(n/logn), where n is the polynomial ring dimension. More importantly, [DLP14] showed that, by choosing
appropriate parameters, the length of NTRU trapdoors can be within a small constant factor of the theoretical
optimal, achieving the most compact signatures among lattice-based schemes. These optimal parameters can
be efficiently generated using a key generation algorithm from [PP19], which leverages the tower-of-fields
structure in powers of 2 cyclotomic fields. The final component of FALCON is an efficient sampler derived from
the Fast Fourier Orthogonalization (FFO) technique described by Ducas and Prest in [DP16] that samples in
time O(nlogn), again leveraging the tower-of-fields structure. Compared to other signature schemes selected
for standardisation by NIST, such as DILITHIUM [LDK"22] and SPHINCS+ [HBD22], FALCON stands out
for its compactness, minimising both public key and signature sizes.

While the GPV framework was originally proven [GPV08] under the plain (unstructured) Short Integer
Solution (SIS) assumption [Ajt96], adapting it to the (structured) NTRU-SIS setting is described in the
FALCON specification as “straightforward”. The GPV proof relies on the “leftover hash lemma” [HILL99,
Lem. 4.8] to argue that the simulation of the random oracle is statistically close to uniform. While this
statistical argument can be adapted using a regularity lemma for rings [SS11,LPR13,RSW18], applying this
argument with FALCON parameters leads to statistical distances as large as 2734, Moreover, FALCON deviates
from the GPV framework by relying on the Rényi divergence instead of statistical distance, to achieve tighter
parameters and smaller signature sizes. Therefore, as stated in [LAZ19, Sec. 2.3], the parameters used in
FALCON are not supported by the GPV proof.

Given the importance of thoroughly understanding schemes intended for mass deployment, and in light of
recent classical attacks on post-quantum schemes [Beu22,CD23, MMP 23 Rob23], careful security analysis is
paramount. Despite successfully progressing through all three stages of the NIST process and being selected
for standardisation, a formal proof of FALCON remains elusive raising the following pertinent question.

Can Falcon be proven secure? If so, what is its concrete security?

1.1 Contributions

This work provides the first concrete security analysis of FALCON-type signature schemes in the GPV
framework. Our main contributions are:

EXTENDING THE GPV FRAMEWORK TO RENYI DIVERGENCE. We extend the GPV framework to
incorporate the Rényi divergence, adapting key lemmata to support the Rényi divergence and NTRU rings.
These results are broadly applicable to other constructions including [EFGT22, ENST23, GJK24, YJW23].
We also develop tools for optimally selecting parameters for Rényi divergence. While these contributions
are not fundamentally new [SS11, LPR13, BLLT15, TT15], we present them here in full due to their
practical significance. For instance, while FALCON recommends using a Rényi divergence of order a = 2,
this results in a 60-bit security loss for the FALCON-1024 parameter set. Our tools reduce this loss to just 8
bits.



FALCONT: MODIFICATIONS TO FALCON FOR PROVABLE SECURITY. While our extensions to the GPV
framework and parameter optimisation tools improve the security analysis, we were not able to prove the
security of FALCON without modifications. To this end, we introduce FALCONT, a minor modification of
FALCON, that can easily be justified at this late stage of the standardisation process. The differences to
FaLcoN are sketched in Figure 6. Besides hashing the public key (which is standard cryptographic
practice), FALCONT crucially samples a random salt and samples a preimage of the hash of the
message/salt pair within the repeat loop of signing, i.e., until a sufficiently short preimage is found. In
contrast, FALCON picks a fixed random salt outside of the repeat loop and then samples the preimage.’
This modification incurs minimal additional cost since the loop is executed only once or twice in
expectation. Furthermore, the costs associated with Gaussian sampling within the loop far outweigh the
hashing and FFT costs, even for large messages. Our proposed changes have already been integrated into
the latest implementation of FALCON [Por25a, Por25b] and are due to be integrated into the forthcoming
FIPS standard.

Sgn(sk,m) Sgn™ (sk,m)

01 Sample salt 06 repeat

02 repeat 07 Sample salt r

03 s < f7Y(H(r,m)) 08 s <& fY(H(pk,r,m))
04 until ||s]|, <8 09 until [|s]|, <8

05 o:=(r,s) 10 o:=(r,s)

Figure 1. Signing (simplified) of original FALCON (left) and our modification FALcoNT (right). Sampling from f~1(.)
is done using sk.

SECURITY ANALYSIS. We provide a thorough security analysis of FALCON™ in the random oracle model. Using
our tools, we derive concrete security bounds from our theorems, which focus on minimising bit security loss
due to Rényi divergence arguments. We formalise the hardness assumptions that are not only sufficient
to prove the security of FALCONT but also necessary, thereby providing clear targets for cryptanalysts.
Specifically, the plain unforgeability of FALCONT is equivalent to a multi-target inhomogeneous SIS problem,
while strong unforgeability corresponds to a second-preimage version of the same problem, which we define
here. Assuming that both problems are as hard as standard SIS, we show that FALcONT-512 (NIST Level I)
achieves 113 bits of provable security for both plain unforgeability and strong unforgeability. Furthermore, by
reducing the number of allowed signing queries from 264 to 2%, this increases to 119 bits, nearing the claimed
security level. For FALCONT-1024 (NIST Level V), we prove that it meets 256 bits of security for both plain
unforgeability and strong unforgeability. An overview of the provable bit security is shown in Table 1.

FFO SAMPLER. The Fast-Fourier Orthogonalization (FFO) process, introduced by Ducas and Prest [DP16],
improves the running time of matrix orthogonalisation for matrices with circulant blocks. When the matrix
dimensions are powers of 2, the time complexity improves by a factor of O((n/logn)), where n is the block
size. This can be seen as a structured variant of the Gram-Schmidt algorithm. In FALCON, the FFO algorithm
accelerates Gaussian sampling through the FFO SAMPLER. A proof of the FFO SAMPLER has not been
published, neither in the FALCON specification nor in [Prel7], where the GPV sampler is analysed using the
Rényi divergence rather than statistical distance. This use of the Rényi divergence, as opposed to statistical
distance, enables the reduction of floating-point precision to 53 bits while maintaining a 256-bit security level.
In Appendix E.3, we show that a similar result to the one from [Prel7] also holds for the FFO SAMPLER.
This strengthens the theoretical foundation of the FALCON signature scheme and provides formal backing
for its security claims.

5 Note that SQUIRRELS [ENST23], a scheme submitted to the first round of the NIST Call for Additional Post-
Quantum Signature Schemes, suffers from the same shortcoming.



Scheme ‘ Notion ‘ Multiplicative Loss and Assumption | Bit Security

FaLcoNT-512 (Qs = 26%) 0. o 113
UF-CMA (Th. 1 P& rg - Qu-R-ISIS
FALCON+—512 (Qg — 258) A( ) u P QH B 119
——| SUF-CMA (Th. 2) UF-CMA + " - Q--R-SPISIS
FALCONT-1024 (Qs = 2%%) 256

Table 1. Provable bit security levels of FALCONT-512 and FALCONT-1024, along with the simplified concrete security
loss for FALcONT in the random oracle model. Constants ry =146y and rp = 14 Jp represent Rényi divergences
related to the uniformity of an NTRU evaluation on Gaussian inputs (ry) and the preimage sampler (rp). Qs and
QH denote the number of signing and random oracle queries, respectively.

1.2 Technical Overview

THE GENTRY-PEIKERT-VAIKUNTANATHAN FRAMEWORK. The GPV framework [GPV08] provides a method
for constructing secure lattice-based signature schemes using the full-domain-hash (FDH) paradigm [BR96],
commonly referred to as “hash-and-sign”. Central to this framework is a “preimage sampleable trapdoor
function” a primitive, instantiated (in part) by a function fa(s):=As mod g where A € Zg*™. Here, each
signature essentially corresponds to a short preimage of the hash of a message. More specifically, the public
key pk is a full-rank matrix A € Z;*™ (with n <m) forming the basis of the orthogonal g-ary “SIS” lattice
A={z€Z™|Az=0 mod q}. The secret key (or trapdoor) sk is a matrix B € Z;'*™ that also generates
A, and is orthogonal to A, i.e., A- B =0. Provided the Gram-Schmidt norm of B is small, a short preimage
under fa can be found efficiently using B. A signature on a message m is a short vector s € Z™ such
that H(m) = As mod g, where H: {0,1}* — Z} is a hash function. Verification involves checking both the
shortness of s and that fa(s) =H(m). We consider the probabilistic (or salted) variant of the scheme, where
a signature is a short preimage of H(m,r) for a random salt r.

THE GPV PROOF TEMPLATE. The GPV framework was proven secure in both the random oracle
model [BR93, GPV08] and the quantum random oracle model [BDF'11] under the plain (unstructured)
SIS assumption [Ajt96]. Security can be established in two ways: (1) via collision resistance of fa, reducing
to SIS, or (2) via one-wayness of fa, reducing to ISIS. The original work [GPV08] provided a tight proof of
strong unforgeability for FDH, leveraging collision resistance. In this overview, we focus on the one-wayness
proof.

Suppose, for the sake of contradiction, that an adversary A breaks the plain unforgeability of the signature
scheme, producing a forgery s* for a message m* and salt r*, where s* is short and H(m*,r*) = As* mod q.
We construct a reduction B that solves the one-wayness of fa on image u by using A as a subroutine. The
reduction proceeds as follows:

— Set the public key pk of the signature scheme to be the matrix A from the one wayness game.

— Whenever A makes a signing query on message m, the random oracle is programmed for each fresh query
to H(m,r). The reduction samples a Gaussian vector s, programs H(m,r) := As,, mod ¢, and returns
the signature (sy,,r) to A. Crucially, by the “leftover hash lemma” [HILL99], the simulated random
oracle output is statistically close to uniform.

— Program the hash of the target message m* to be the one-wayness target vector, H(m*,r*) := u.

— When A outputs a forgery (s*,7*) for m*, the reduction outputs s* as a solution to the one-wayness
challenge. By construction, it holds fa(s*) = H(m*,r*) = u, and s* is short, so B succeeds.

6

Clearly, the one-wayness of fa with target u can be directly reduced to an ISIS instance on input (A,u).

FALCON INSTANTIATION OF THE GPV FRAMEWORK. The design of FALCON prioritises compactness,
minimising the combined size of |pk|+ |o|. To achieve this, FALCON relies on the class of NTRU lattices
introduced by Hoffstein, Pipher, and Silverman [HPS98, HHP 03], which come with an additional ring

6 For simplicity in this overview, we ignore losses due to guessing and do not address the multi-target assumption.



structure that reduces the public key size by a factor of O(n) and accelerates many computations by a
factor of at least O(n/logn). Among structured lattices, NTRU lattices are particularly efficient, with
public keys represented as a single polynomial h € Ry = Z4[X]|/(X™ + 1). FALCON instantiates a
randomised version of the GPV framework with the NTRU-based preimage sampleable trapdoor function
frn [HPS98,DLP14, PFH " 22]. Specifically, f, maps two ring elements (s1,82) to 81 +h-s2 mod q. Observe
that fp is a special case of the GPV trapdoor function f4(s) = As mod ¢. A valid signature on message m
consists of a tuple (s1,s2) € R? and a random salt 7 € {0,1}* satisfying

H(m,r)=s1+h-s3 modq A |[(s1,82)|y <6

This adaptation requires the standard “randomised GPV” proof to be based on an “NTRU-SIS” assumption,
a process described as “straightforward” in the FALCON specification [PFHT22].

REPEATED SAMPLING AND SALTING. One key difference in FALCON compared to the GPV framework is
that signatures are not directly output from the preimage sampling procedure, as they may fail verification
if their norms are too large — something that occurs with small probability of about 2714, To eliminate
this correctness error, signatures are checked for shortness, and if the norm exceeds some threshold, a
new preimage is sampled repeatedly until one with a sufficiently small norm is found. This introduces a
complications for simulating signing queries, as the process involves conditional distributions. The signing
oracle outputs preimages conditioned on having a sufficiently small norm, whereas programming the random
oracle with this constraint and analysing the uniformity of outputs appears to be challenging.

In the current FALCON specification, the random salt 7 is chosen before the preimage sampling loop and
therefore does not help mitigate the issue of conditional distributions. In our modified scheme, FALCONT,
we propose drawing a new salt each time the preimage sampling process results in too large signatures. This
modification allows the reduction to continue programming the random oracle with large preimages, while
still being able to produce valid signatures. If a sampled preimage is too large, the reduction can simply
choose a new salt, yielding a new random oracle output and a new preimage. This change incurs only a minor
constant overhead in the security bound, corresponding to the maximum number of repetitions. In practice,
the efficiency impact is minimal, as preimage sampling remains the dominant computational cost in both
the original and modified schemes. The latest FALCON implementation incorporates these changes [Por25a,
Por25b], and the forthcoming FIPS standard will include them as well.

RENYI DIVERGENCE IN FALCON. Another issue is that FALCON relies on the Rényi divergence, whereas the
GPV framework uses the statistical (or total variation) distance to prove the closeness of the sampler and
a Gaussian. Citing [Prel7, Lem. 6] as the analysis of the KLEIN SAMPLER [Kle00], FALCON claims that for
suitable parameters, the Rényi divergence between the FFO SAMPLER’s output and an ideal Gaussian is
bounded by 1+ O(1)/Qs, incurring a loss of at most O(1) bits of security. However, we are interested in the
concrete bounds. To address this, we modify the GPV framework to the handle Rényi divergence, enabling
the simulation of signing queries.

Furthermore, the GPV framework uses a second statistical argument, the “leftover hash lemma” [HILL99,
Lem. 4.8], to show that the programmed output of the random oracle is close to uniform. However, two
challenges arise. First, the argument, originally stated for unstructured lattices, must be adapted to the
ring setting, which can be done using a regularity lemma from [SS11, Sec. 3.3] or [LPR13, Sec. 4]. More
critically, applying such a statistical argument to the FALCON parameters yields statistical distances as large
as 2734 for each simulated random oracle output. As a result, further modifications to the GPV framework
are necessary to argue that the random oracle’s output is Rényi-close to uniform. That is, we require a
lemma showing that H(m,r) := s1 + h-s2 mod ¢ is Rényi close to uniform for Gaussian s1, s2. However, the
Rényi divergence arguments are highly sensitive to the number of queries, and the FALCON parameters are
specifically tuned to accommodate the number of signing queries, Qs = 264, rather than the random oracle
queries, Qu = 296 > @,. Thus, these tools cannot be applied directly in the random oracle model, requiring
us to carefully program only those random oracle queries originating from signing queries.

NorM BoUND. GPV [GPV08] showed that strong unforgeability follows from the collision resistance of f4,
which reduces to SIS with norm bound 28. Similarly, plain unforgeability follows from the one-wayness of



fa, reducing to ISIS with norm bound only 8. While the plain unforgeability proof extends to FALCON,
the strong unforgeability proof does not: under FALCON-1024 parameters, SIS with norm 23 is trivial, and
for FALCON-512, it falls short of the desired security margin. This motivates a proof of strong unforgeability
where the resulting (I)SIS instance has norm bound /. We show that such a proof exists under the second
preimage resistance of fa, which reduces to a corresponding second preimage variant of the ISIS problem
with norm bound f. Refer to Figure 2 for an overview.

Assumption SISqg SPISISg E ISISg
Property of fa Collision Resistance :> Second Preimage Resistance :> One-Wayness
Security Notion Strong Unforgeability Strong Unforgeability Unforgeability

Figure 2. Relationships between computational hardness assumptions, properties of the preimage-sampleable
trapdoor function f4, and security notions of the resulting signature scheme. Our results are highlighted by the
dotted box.

FFO SAMPLER. The FALCON specification does not explicitly analyse the FFO SAMPLER; instead, it bounds
the relative error by relying on an analysis of the KLEIN SAMPLER presented in [Prel7, Sec. 4.5]. The
technique used in this analysis consists of proving the probability that the KLEIN SAMPLER will output the
vector z. This distribution is then compared to the discrete Gaussian distribution using Rényi divergence
tools. Our analysis of the FFO SAMPLER follows the same approach, with the key step being the proof
of its distribution. The FFO SAMPLER works with a matrix of polynomials, whereas the KLEIN SAMPLER
operates on a matrix in R??*27 The KLEIN SAMPLER relies on two fundamental results. The first states
that in a lattice generated by an orthogonal basis, one can sample vectors from a Gaussian distribution
by independently sampling each coordinate from a discrete Gaussian over the integers. The second result
provides a transformation that reduces the problem of sampling from a lattice generated by an arbitrary
basis B to the problem of sampling from the lattice defined by its Gram-Schmidt orthogonalisation.

The FFO SAMPLER builds on the same principles as the KLEIN SAMPLER, but also leverages the tower-
of-fields Ky, /K,y 2/ ... /K2/Q, where K; = Q[z]/(2" 4 1), to reduce complexity via a recursive algorithm. The
tower-of-fields is navigated using linear mappings V' and M. In particular, the mapping V is an isometry,
which ensures that the Gaussian distribution of the output vector is preserved as an invariant throughout the
recursion.To sample from the lattice generated by the basis B = (b1,b2) around a target vector (t1,%2), the
FFO SAMPLER performs 2logn recursive calls. At the top of the recursion tree, a transformation (Lemma 18)
reduces the problem to sampling in the lattice generated by the Gram-Schmidt orthogonalized basis B =
(b1,b) around the vector (#),t5). Since B is orthogonal, the two coordinates can be sampled independently
(Lemma 17). The vector by is transformed into a 2 x 2 matrix (b11,b12) whose entries are polynomials of
degree n/2 using a linear mapping M. Similarly, ] is mapped to a pair (¢11,%12), consisting of polynomials
of degree n/2, using a mapping V. These inputs are then recursively sampled to yield a Gaussian vector
(211,212). This allows us to recover the coordinates z; = Vfl(zll,zlg), which itself follows a Gaussian
distribution. The same procedure is applied to obtain z5. At each step of the recursion, the number of
columns of the input matrix remains two, while the number of rows doubles. At the leaves of the recursive
tree, the entries of the matrix are reals (polynomials of degree 0), and since the number of columus is 2, the
KLEIN SAMPLER can be applied directly in dimension 2. The analysis of the FFO SAMPLER builds upon
that of the KLEIN SAMPLER, leveraging the isometry property of the mapping V.



CONCRETE SECURITY OF FALCONT. Table 1 summarises the concrete security bounds of FALcONT, our
modified version of FALCON. Here, t-R-ISIS denotes the multi-target variant of the ring inhomogeneous
SIS problem with ¢ targets, while t-R-SPISIS denotes a second-preimage variant, where an adversary is
given t targets with valid short preimages and must output a different short preimage for one of them. The
FALCON parameters have been carefully chosen so that the Rényi divergence bound 7"525 =(14+dy) @s remains
a small constant for Qy = 264 signing queries. This allows signing queries to be simulated by programming
the random oracle. The forgery in the (plain) unforgeability game is related to one of Q direct random
oracle queries. To use the forgery, the proof of UF-CMA in Theorem 1 relies on the t-R-ISIS assumption
with t =~ Qy targets. The challenge targets are embedded into the random oracle, allowing one to be solved
upon receiving a forgery. The Rényi loss introduced is n?s due to the changes in the signing distribution.
For FALCON'-512, parameters were selected with a narrow margin, resulting in a Rényi loss of 7 bits when
Qs = 254, Reducing the allowed number of signing queries to Qs = 2°% lowers the loss to just 1 bit. For
FALCONT-1024, the Rényi loss is 8 bits when Qs = 2% signing queries, but due to the substantial security
margin for larger SIS instances, this does not compromise the target 256-bit security.

Theorem 2 for strong unforgeability reduces to both UF-CMA and the second-preimage version
t-R-SPISIS. Here, the short preimages are used to simulate signing queries, and the strong forgery is used
to obtain a second preimage. Using techniques from [BBD'23a, FFH25], we can set t = Qs. Assuming
t-R-SPISIS is as hard as standard SIS, and factoring in Rényi losses, the dominant term in Theorem 2 is
the UF-CMA term. Thus, the concrete security of SUF-CMA and UF-CMA is essentially the same for
both parameter sets.

The resulting bit security levels for FALcONT-512 (NIST Level 1) and FaLcont-1024 (NIST Level V)
are shown in Table 1. These values are derived from Theorem 1 and Theorem 2, taking into account the
Rényi loss for the FALCON parameter sets, and using the “lattice-estimator” [APS15a, APS15b] to estimate
the hardness of SIS.

Open Problems. Finally, we leave as an open problem a proof in the quantum random oracle model
(QROM), which could likely be achieved using the techniques from [BBD"23a, FF'H25], provided that the
Rényi arguments can be handled correctly. For comparison, HAWK [BBD"23b] was analysed in the
QROM [FH23] but does not rely on Rényi arguments.

2 Preliminaries

We introduce some relevant notation and definitions used throughout the paper.

2.1 Notation

SETS AND ALGORITHMS. We write s <2 S to denote the uniform sampling of s from the finite set S and
by U(S) the uniform distribution over S. For an integer n, we define [n] := {1,...,n}. The notation [b],
where b is a boolean statement, evaluates to 1 if the statement is true and 0 otherwise. We use uppercase
letters A,B,C,D to denote algorithms. Unless otherwise stated, algorithms are probabilistic, and we write
(y1,...) <2 A(21,...) to denote that A returns (y1,...) when run on input (z1,...). We write AB to denote
that A has oracle access to B during its execution. The support of a discrete random variable X is defined
as sup(X) := {z € R| Pr[X = z] > 0}. For two polynomials f,g € Ry = Z4[X]/(X™ +1), we denote the
polynomial multiplication of f and g by f-g. When the rank needs to be made explicit, we write Rq(n).
We use R,(n) to denote polynomials in (R/qZ)[X]/(X™+1). By “log” we denote the logarithm of base 2,
by “In” of base e. We use < to denote an approximate inequality.

SECURITY GAMES. We use standard code-based security games [BRO6]. A game G is a probability experiment
in which an adversary A interacts with an implicit challenger that answers oracle queries issued by A. The
game G has one main procedure and an arbitrary amount of additional oracle procedures which describe how
these oracle queries are answered. We denote the (binary) output b of game G between a challenger and



an adversary A as G(A) = b. A is said to win G if GA = 1, or shortly G = 1. Unless otherwise stated, the
randomness in the probability term Pr[G(A) = 1] is over all the random coins in game G and adversary A. To
provide a cleaner description and avoid repetitions, we sometimes refer to procedures of different games. To
call the oracle procedure Oracle of game G on input z, we shortly write G.0racle(z). If a game is aborted
the output is 0. For our analysis we rely on the commonly used main difference lemma or the multiplicative
difference lemma for independent events. Security notions are considered in the random oracle model [BR93].

2.2 Signatures
We recall the syntax and standard security notions of signatures.

Definition 1 (Signature Scheme). A signature scheme Sig is defined as a tuple (Gen,Sgn,Ver) of the
following three algorithms.

(sk,pk) <2 Gen: The probabilistic key generation algorithm returns a secret key sk and a corresponding
public key pk, where pk defines a message space M.

o <2 Sgn(sk,m): Given a secret key sk and a message m € M, the probabilistic signing algorithm Sgn returns
a signature o.

b+ Ver(pk,m,o0): Given a public key pk, a message m, and a signature o, the deterministic verification
algorithm Ver returns a bit b, such that b =1 if and only if o is a valid signature on m and b=10
otherwise.

Sig has e-correctness error if for all (sk,pk) € sup(Gen) and any m € M Pr[Ver(pk,m,Sgn(sk,m)) # 1] <e,
where the probability is taken over the random choices of Sgn.

Definition 2 ((Strong) Unforgeability). The notions of (strong) existential unforgeability under chosen
message attacks are formalised via the games Q,-UF-CMAgig(A) and Qs-SUF-CMAgi,(A). Both are
depicted in Figure 3, where Qs is the maximum number of the adversary’s signing queries. We define the
advantage functions of adversary A as

Advgg )T OMA = Pr{Q,-UF-CMAsig(A) = 1,

AdvgsRUFOMA = Pr[Q,-SUF-CMAG;g(A) = 1.

Games Qs-UF-CMAg;;(A)/Qs-SUF-CMAg;;(A)

01 Q<10

02 (sk,pk) < Gen

03 (m*,o*) <& ASE0) (pk)

04 return [Ver(m*,c*) =1A(m*,-) ¢ Q] J/ UF-CMA
05 return [Ver(pk,m*,c*) =1A(m*,0*) ¢ Q] / SUF-CMA
Oracle Sgn(m)

06 o <% Sgn(sk,m)
07 Q<+ QU{(m,0)}

08 return o

Figure 3. Games defining UF-CMA and SUF-CMA for a signature scheme Sig = (Gen,Sgn,Ver) and adversary A
making at most (s queries to Sgn.



2.3 Lattices

RINGS AND NORMS. In this work, we work with polynomial rings of the form R = Z[X]/(X™ +1) and
Ry =Zy[X]/(X™+1), for n = 2% and k,q € N. For a polynomial f € Ry, let f € Zq denote the coefficient
embedding of f, and f; € Z the i*? coefficient.

Definition 3 (Anticirculant Matrix). For a polynomial f € R =Z[X]/(X™+1), the anticirculant matrix
of f is defined as

fo —fao1--—N1
agp=| T g
fn.—l fn.—2 fo

Anticirculant matrices satisfy the following useful properties.
Lemma 1. Let f,g € R. Then A(f)+A(g) =A(f+g) and A(f)-Alg)=A(f-g).

This implies an isomorphism between R and the anticirculant matrices over Z"*", R, and Zy*"
respectively. Sometimes we overload the notation and write A(f) for the coefficient embedding f € Z™ of f
instead of A(f).

Let the fo-norm for f = fo+ fiX+...+ fn_1 X" € R be defined as || f||, = E?:_01|fi|2. For two
polynomials f,g € R we use the notation

n—1

1.9l = | 3 (158 +1aal?)-

=0

LATTICES. A lattice A C R" is a discrete additive subgroup of R™.

Definition 4 (Lattice). A rank m lattice in R™ is defined via the set by, ...,b,, € R™ of linearly independent
vectors that form a basis B = {b1,...,b,} for the lattice

A=A(B)=A(by,...,by) = {Zcibi l¢1,.. Cm ez}.
=1

If m =n, then A is a full-rank lattice.

The determinant of a lattice A = A(B) C R™ for some basis B € R" ™ is defined as
det(A) = /det(BT B). For an n-dimensional lattice A, a lattice A’ C A is called a sublattice of A. The
shifted lattice by t € R™ is denoted by A+t ={x+¢|x € A}. One can define the following quotient group
A/A ={t+A’|te A}, which forms a group under the addition of cosets t + A’. The orthogonal lattice for
A € Zy*™ is defined as AL(A):={ecZ™ | Ae=0 modq} and its shifted lattice, for a shift ¢ € Z", is
defined as Aj-(A) :={e€Z™| Ae=t modq}. If A is an orthogonal lattice, then A; denotes its shift by ¢.

Definition 5 (NTRU Lattice). Let n = 2F for k € Z, ¢ prime, f,g € R =Z[X]/(X"+1),and h=g- f !
mod ¢. The NTRU lattice parameterised by h and ¢ is a lattice of volume ¢ in R?" in the coefficient
embedding of the following module

{(u,v) €eR? |lu+v-h=0 modq}.

Equivalently, for R = Z[X]/(X™ +1), an NTRU lattice is a full-rank submodule lattice of R? generated
by the columns of a matrix of the form
_|~ha
p=[4]
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for prime ¢, ¢ =¢-1, and some h € Ry. A trapdoor for this lattice is a relatively short basis

G
By.g= {_gf —F}

where the basis vectors (f,g) € R? and (F,G) € R? are not much larger than v/det By, = /g and f-G—g-
F =g mod (X"+1).
(GAUSSIANS AND PREIMAGE SAMPLING. We define discrete Gaussians and state some of their useful

properties.

Definition 6 (Discrete Gaussian Distribution over A). The n-dimensional Gaussian function
ps.c: R™ — (0,1] on R™ centered at ¢ € R™ with standard deviation s > 0 is defined by

2
r—c
ps,c(T) =exp (—” 552 ”2> .

For any ¢ € R", s € Rt and lattice A, the discrete Gaussian distribution over A is defined as

Ps,c()
> cenpse(z)

We sometimes use the following notation ps (A) = > ca ps,c(z). We omit the subscript ¢ when the
Gaussian is centered at 0 and subscript A when the Gaussian is over Z"™. We use f ~ Dg to denote the
polynomial f:= Z:‘L:_()l fiX% mod (X" +1) for f ~Dgn.

For bounding the probability that a random variable deviates a long way from the mean, we will use the
following tail bound from [Ban93,Lyul2, DRSD14, ADRS15].

VzeA, DA,S,C =

Lemma 2 (Gaussian Tail Bound (unnormalised version of [ADRS15, Lem. 2]). For any lattice
A CR", standard deviation s > 0, shift ¢t € R™, and tailcut rate 7 > 1,

Pr o [[|z]l, > Tsv/n] < _ps(A) (m)”

Z(_,DA+t,s pS(A+t)

Definition 7 (Gram-Schmidt Norm [GPV08, DLP14]). For a finite basis B = (b;)icr, let
B = (b;)ics be its Gram-Schmidt orthogonalization. Then the Gram-Schmidt norm of B is the value
1Bl s = maxier ||bi]|-

Lemma 3 (NTRU Trapdoor Generation [HPS98, Prel5]). For a ring R, the NTRU trapdoor
generation algorithm TpdGen(a,q) — (f,g,F,G,h) takes a target quality « > 1 and a modulus ¢, and
returns a public key h € R, \ {0} together with the corresponding trapdoor (f,g,F,G) € R*, such that
By, and By 4 form a basis of the same lattice. Furthermore, HBf»QHGS < a,/q. When convenient, we write
(B, h) € TpdGen for short.

Let A be an n-dimensional lattice and € > 0, the (scaled) smoothing parameter n.(A) is the smallest s > 0
such that p;,,(A*\0) <¢, where A* denotes the dual lattice (the exact definition of the dual is not required
for this work). We will use the following upper bound on the smoothing parameter.

Lemma 4 (Special Case of [MRO07, Lem. 3.3]). For any e € (0,1) it holds that

1 [/In(4n(1+1/¢))
Vo2

Ne (ZQ’I’L) S
The following lemma appears implicitly in [MR04, MRO7].
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Lemma 5 (Implicit in [MRO07, Lem. 4.4]). For any n-dimensional lattice A, center ¢ € R™, and reals
0<e<l1, s>n(A), we have
(V2m-8)™

ps.c(A) €[l—¢€,1+¢€]- det(A)

FFO SAMPLER. The mappings M and V are similar to the mapping A used to define anticirculant matrices,
but they work step by step. While .4 expresses matrices of polynomials in R4 as block matrices with elements
from Zg, V and M express matrices of polynomials in Ry = Z4[X]/(X™ +1) as block matrices of anticirculant
matrices. These matrices are polynomials in Z,[X]/(X™/2 +1). The idea behind the FFO SAMPLER is to
recursively apply the operator My, /(x/2), working with polynomials of degree k /2 at each step. The operator
Vi /(k/2) splits degree-k polynomials into their even and odd components, each of degree k /2, similar to the
decomposition used in the FFT.

Conversely, Vk_/%k /2) recombines the two halves into a single degree-k polynomial. The sampling procedure

begins with the matrix B, and at each step, the factorisation LDL* is computed, corresponding to the
Gram-Schmidt orthogonalisation. This step may be skipped by using the FALCON tree, which essentially
precomputes the Gram-Schmidt orthogonalisation. At the leaves of the recursion tree, the matrix B contains
integer entries in two columns, and the KLEIN SAMPLER is called. At each other step, the FFO SAMPLER
takes care of computing with orthogonal basis. The operator My, (1, /2) transforms the orthogonal vectors b:
and l~)2 into 4 mutually orthogonal vectors 5117512,621,522. Thus, each recursive call to FFO SAMPLER
receives a basis consisting of two orthogonal column vectors. At the leaves, the KLEIN SAMPLER performs
integer sampling, with a standard deviation depending on the initial standard deviation s and the norms
|[b;]|. The notation ® denotes the multiplication in the ring R, = Z[X]|(X* +1,q) with k|n a power of two.
Figure 4 describes the FFO SAMPLER.

FFOSampler (B =[by,bs] € Rgnk_k-H X2,s ER,t = (t1,12) € Rgnk—k+1><2)

01 (L,B) + LDL*(B) so that B=LB and B = [by,by]

02 if k=0, KleinSampler(B = [by,bs] € Z"*2 st = (t1,t2) € (R™)?)
03 else /KleinSampler en dimension 2 with recursive calls

04 29 42 Vk?%k/2) (FFOSampler(M;, (/2 (BQ),S,Vk/(k/Q)(tQ)))

05 th=t1—(22—t2) ® L1

06 2 <& Vﬁwm (FFOSampler(Mj, /(s /2)(b1), s, Vi, /(5 2)(£1)))

07 return z = (z1,22)

Figure4. FFO SAMPLER.

2.4 Rényi Divergence

Definition 8 (Rényi Divergence [Rén61, BLL"15,Prel7]). Let P,Q be two distributions such that
sup(P) Csup(Q). For a € (1,00), we define the Rényi divergence of order a as

a—1

RPIQ=( Y S

zesup(P)

In addition, we define the Rényi divergence of order 4+o0 as

_ P(z)
Boo(PllQ) = sesup(P) Q)
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Note that it is not symmetric and does not satisfy the triangle inequality. When the Rényi divergence
is finite, which it will be for all our applications, we can think of it as a value 146 for § > 0. A smaller §
indicates that the distributions are closer.

The Rényi divergence satisfies several useful properties. A detailed overview can be found in Appendix A.

Definition 9 (Relative Error (implicit in [Prel7, Lem. 3])). Let P and Q be two distributions such
that sup(P) = sup(Q). The relative error of P and Q is defined as

() - Q)|

ore(PQ) = e o)

The following lemma shows that the relative error can be used to bound the Rényi divergence. The
original proof in [Prel7, Lem. 3] uses a Taylor expansion to approximate the function as § — 0, denoted <.
For simplicity, when applying the lemma we only use <.

Lemma 6 (Relative Error [Prel7, Lem. 3]). Let P, Q be two distributions such that sup(P) =sup(Q)
and 0gg > 0. Then for all a € (1,+00)
ad?
Ra(P | Q51+ 8L,
The KLEIN SAMPLER [Kle00, GPV08] was analysed in [Prel7] with respect to its relative error and

Rényi divergence. We analyse the FFO SAMPLER (Fast Fourier Orthogonalization) from [DP16] as used in
FALCON in Appendix E and state the main results here.

Lemma 7 (Relative Error of FFO Sampler). Let n be a positive integer and e € (0,1/4). Then
the relative error of the FFO SAMPLER PreSmp and the lattice A = A(B)(c,0) for any basis B € Z2nx2n,

standard deviation s > n¢(Z?")- || B||g, and arbitrary syndrome ¢ € R is bounded by

1+e/2n)2”_1

=~ 2e¢.
1—¢/2n ‘

6RE (PreSmP(Basv(c7O))7DA73) S (

The proof can be found in Appendix E.3.

Corollary 1 (Rényi Divergence of FFO Sampler). Let n be a be a positive integer, a > 1, and
€ €(0,1/4). Then for the FFO SAMPLER PreSmp and the lattice A = A(B)(c,0), for any basis B € Z2x2n
standard deviation s > n.(Z?")-||B| 44, and arbitrary syndrome ¢ € Ry, the Rényi divergence is bounded
by

< 14 2aé.

~

R, (PreSmp(B,S, (c,0)) || DA,S)

2.5 Hardness Assumptions

We define two inhomogeneous variants of the Short Integer Solution problem over NTRU lattices. The first
is a multi-target version, where the adversary is given ¢ challenges and may solve one of them. The second is
a second-preimage version, where the adversary is given t targets together with valid short preimages © and
must output a distinct short preimage for one of them.

Definition 10 (¢-R-ISIS, t-R-SPISIS). Lett>1and R be a ring. The Ring Inhomogeneous Short Integer
Solution problem and the Ring Second-preimage Inhomogeneous Short Integer Solution problem relative to
the NTRU trapdoor algorithm TpdGen with parameters ¢,s, B > 0, a > 1 are defined via the games t-R-ISIS
and t-R-SPISIS, depicted in Figure 5. We define the advantages of A as

AdvEREERS = Pr[t-R-ISIS o 5(A) = 1],
AdvERBEIRIS = Pr[t-R-SPISIS, s (A) = 1.

7 Note that the game itself does not need to run in polynomial time; only the adversary is required to be efficient.
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According to [LM06], 1-R-ISIS, , p is as hard as SVP,, for v = O(nB) over ideal lattices. We define the
problems with respect to an NTRU key instead of a uniformly random element, since ISIS is not believed to
become easier in that case. However, if this should turn out to be wrong, the advantage of our definition can
be trivially upper bounded by the sum of the decisional NTRU advantage and the usual ring ISIS definition.
We do not aim to determine the exact hardness of these somewhat tailored assumptions, and we make the
assumption that both ¢-R-ISIS and ¢-R-SPISIS instances are as hard as random ISIS instances, though
improved attacks on ¢-R-ISIS may exist [Ber22]. Rather, our primary goal is to define assumptions that
precisely capture FALCON’s security — assumptions that are not merely sufficient but also necessary — thereby
providing clear and well-posed targets for cryptanalysts. In particular, any improvements in cryptanalytic
attacks against these assumptions directly translates into attacks on the plain or strong unforgeability of
FALCON. More precisely, given an attacker against (Qn + 1)-R-ISIS (Qy being the number of random oracle
queries) one can directly use it to break FALCON’s UF-CMA security by simply forwarding random oracle
queries to the (Qu+1)-R-ISIS adversary. The same holds for Qs-R-SPISIS ( Qs being the number of signing
queries) and FALCON’s SUF-CMA security.

Game t-R-ISIS, , p(A)

01 (- h) <& TpdGen(a, q)

02 for i € [t]

03 ¢ Ry

04 (j7u,v) <—$A(h,cl,...,ct)

05 return [u+h-v=c;A|(u,v)||, < B]

Game -R-SPISIS,, , . 5(A)

06 (-, h) <2 TpdGen(a,q)
07 A:=A(Bp)

08 for i € [t]

09 repeat

10 ci £ Ry

11 (u;,v;) & DA, 0,5

12 until [|(u;,v;)||y < B
13 (j,u,'v) <_$A(h7{(ci7ui7'ui)}i6[t])
14 return [u+h-v=cjAl(u,v)|y < BA(u,v) # (u;,v))]

Figure 5. Games defining t-R-ISIS, , p and t-R-SPISIS, , ; B

3 Security arguments using the Rényi Divergence

We introduce new techniques for applying Rényi arguments to prove the security of FALCON-type schemes.
These general results may be useful for a broader class of schemes that rely on the Rényi divergence, with
potential applications to works such as [EFG 22 ENST23, GJK24, YJW23]. First, we extend [GPV08, Cor.
2.8], originally stated in terms of statistical distance, to accommodate the Rényi divergence. Such a lemma
for Rényi order oo was stated in [BLL ™15, Lem. 2.10]. While these results are not entirely novel, we provide
the necessary details for their application in our formal proof. Lemma 8 shows that a Gaussian sample
over A is distributed almost-uniformly modulo a sublattice A’, provided the standard deviation exceeds the
smoothing parameter of A’.

Lemma 8 (Rényi Divergence of Gaussian Sample over A/A’ (adapted from [GPV08, Cor. 2.8])).
Let A, A’ be n-dimensional full-rank lattices with A’ C A. Then for any a € (1,00), € € (0, 3), any s > ne(A’),
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and any c € R",

2ae?

R (UA/N) | Daarse) S1+ =gy

The proof can be found in Appendix B.1. Similarly, we extend [GPV08, Lem. 5.2], also originally stated
in terms of statistical distance, to work with the Rényi divergence. The following lemma states that an error
vector taken from an appropriate Discrete Gaussian over Z" corresponds to a nearly-uniform syndrome.

Lemma 9 (Rényi divergence (adapted from [GPV08, Lem 5.2])). If the columns of A € Zy*™
generate Zg, a € (1,00), € € (0, 1), and s > 1 (A1 (A)); then for e ~ Dzm 4, the distribution P = U(Zy), and
the distribution Q of the syndromes u = Ae mod ¢, it holds that

2a€2

R.(P11 Q)< 1+w~

The proof can be found in Appendix B.2.

Corollary 2 (Rényi uniformity for NTRU). Let ¢ be prime, h € R, \ {0}, a € (1,00), € € (0, 3),
5> nNe(An,q), P=U(Ry), and Q the distribution of w+wv-h mod ¢ where u,v ~ Dg . Then it holds that

2ae€?

R.(P|1Q) < 1+<1_7€)2.

The proof can be found in Appendix B.3.
The next lemma shows that the tailbounds of two distributions with a small relative error are close.®

Lemma 10 (Relative Error for Tailbounds). Let P and Q be two distributions with
sup(P) =sup(Q) =Z" and dpg(P,Q) = 4. Then for any 5 >0,

Prllall, > 81< Pr [lally > 8- (1+9).

The proof can be found in Appendix B.4.

For the Rényi divergence, the order a can take any value in (1,00), where a smaller a offers better
efficiency, and a larger a enables a tighter proof. The description of the lemma is chosen to match statements
usually occurring in a security bound (compare for example Section 4.2). For two events &1 and £, Lemma 11
states the minimal number of bits that are lost when moving from &; to €. Optimising the Rényi order was
previously considered in [TT15].

Lemma 11 (Optimal Rényi Order). For A €N, let £, be two events such that Pr[€1] > 27, Assume
that for any Q €N, a € (1,00), and R, € [1,00) it holds that

Pr[&y) < RD-Pr[&] "7
Then
—log(Pr[&2]) > —log(Pr[£1]) — min {QlogRa + )\} .
a>1 a
The proof can be found in Appendix B.5.
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Gen Ver(pk = h,m,o = (r,82))

01 (f,g9,F,G,h) <2 TpdGen(a,q) 11 c:=H(pk,r,m)
Alg) | A(G) MmN 12 s;:=c—s2-h modgq
02 B:= €L
[—A(f) —A(F) 13 return [||(s1,s2)[l, < 5]
03 return (sk:= B,pk:=h)
Sgn(sk = B,m)

Sgn™(sk = B,m)
04 1< {0,1}F —_—

05 c:= H(pk,r,m) € Rq

06 repeat

07  (s1,82) <2 PreSmp(B,s,(c,0))
08 until ||(s1,s2)]l, <8

09 o= (r,s2) €{0,1}* xR

10 return o

14 repeat

15 r<{0,1}"

16 c:= H(pk,r, m) €Ryq

17 (s1,82) <> PreSmp(B,s, (c,0))
18 until ||(s1,82)], <8

19 o= (r,s2) €{0,1}" xR

20 return o

Figure 6. Construction of the COREFALCON = (Gen,Sgn,Ver) and COREFALCONT = (Gen,Sgn™,Ver) signature
schemes.

4 CoreFalcon™: A Framework for Falcon

Let n be a power of 2, ¢ prime, and R = Z[X]/(X" +1). Let a € R>! (basis quality), 3 € R”" (signature
norm bound), s € R>? (Gaussian standard deviation), and k& € N (size of seed) be fixed parameters. Let
TpdGen : R x Z — R® be a trapdoor generation algorithm, let PreSmp : Z2"*2" x R x R? — R? be a preimage
sampling algorithm, and H: R4 x {0, 1}k X M — R, be a hash function. The defining algorithms of signature
schemes COREFALCONT and COREFALCON are given in Figure 6.

Note that COREFALCONT is a slight modification of COREFALCON: In signing Sgn™ of COREFALCON™,
picking the random seed r and computing the ring element ¢ = H(pk,r,m) is performed inside the repeat
loop (lines 14-18), while COREFALCON picks a fixed seed r. This modification is not only conceptual; see the
discussion below.

The NIST FALCON signature schemes, FALCON-512 and FALCON-1024, can be seen as specific
instantiations of COREFALCON.? Unfortunately, we were not able to analyse the security of COREFALCON
since picking the random seed r outside of the repeat loop crucially affects the distribution of the signature
in a way we are not able to simulate. Instead, in the next section, we will provide a general security
analysis of the COREFALCONT framework and derive concrete security levels from modifications
FALCONT-512 and FALCONT-1024.

Note that our modular analysis can be applied to COREFALCONT variants that use alternative samplers
or key generation procedures, including recent approaches like [EFG'22] and [ENS™23].
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Parameter W Falcon-512 | Falcon-1024
Description 1 AV
n Degree of ring R 512 1024
q Modulus 12289
€ smoothing parameter quality 27355 2736
s Standard deviation 165.736617183|168.388571447
T Tailcut rate 1.1
153 Max. signature norm bound 5833.93 ‘ 8382.44
k Bit size of the salt 320

Table 2. Parameter sets for FALCON-512/FALCONT-512 and FALCON-1024/FALCONT-1024 [PFH 22, Tab. 3.3].

4.1 Falcon Parameter Sets

As discussed above, FALCON can be seen as COREFALCON with two parameter sets [PFH22]; a smaller set
with ring degree n =512 (FALCON-512) targeting NIST security level I, and a larger set with ring degree
n =1024 (FALCON-1024), targeting NIST security level V. Both sets use the same modulus ¢ = 12289. The
smoothing parameter quality is defined as e = 1/1/Qs- A, where Qs represents the recommend maximum
number of signing queries, set to 264, and \ is the security parameter, set to 128 for NIST level I and 256
for NIST level V. Given ¢, the standard deviation s is given by

1 [/In(4n(1+1/€))
§=— 5 -1.17,/q.
By Definition 7 and Lemmas 3 and 4, the standard deviation of signatures is lower bounded by the smoothing
parameter multiplied by the Gram-Schmidt norm of the trapdoor. The maximum signature norm bound £
is set using a fixed tailcut rate 7 = 1.1, resulting in § = 7sv/2n. An overview of the relevant parameters of
FALCON-512 and FALCON-1024 can be found in Table 2. We define FALCONT-512 and FALCONT-1024 using
the COREFALCONT framework, instantiated with the parameters from Table 2. FALCON uses the so-called
FFO SAMPLER (Fast Fourier Orthogonalization) from [DP16] to instantiate the preimage sampler PreSmp.
For completeness we include an analysis of the FFO SAMPLER in Appendix E.

4.2 Security Bounds for CoreFalcon™

In this section, we present two theorems that quantify the concrete security of COREFALCONT in the random
oracle model. Theorem 1 provides a security bound for unforgeability. Theorem 2 provides a security bound
for strong unforgeability but relies on a stronger assumption.

Theorem 1 (Unforgeability). For any adversary A against the UF-CMA security of COREFALCONT
(Figure 6) running in time ta, making at most @), signing queries and @y random oracle queries, there exists

8 Note that the Rényi divergence can be bounded by the relative error using Lemma 6.

9 1In the signing process for FALCON-512 and FALCON-1024, a (public) compression technique is applied to the
signature, and the loop is repeated until the signature reaches the desired compression level. This modification is
mainly conceptual, as with the parameters of FALCON, the compressed signature typically reaches a sufficiently
small size with high probability. Furthermore, COREFALCON includes the public key in the hash function H,
whereas FALCON-512 and FALCON-1024 do not. Including the public key in the hash function to make it key-
contributory is generally considered good cryptographic engineering. Moreover, including the public key in the
hash, as in the Pornin-Stern transformation [PS05], has been shown to provide additional security properties
beyond unforgeability [CDF ™21, DFF24].
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an adversary B against (Qn + 1)-R-ISIS running in time tg ~ ta such that for all Cs € N=! and Ay, Ap € R>1
it holds

ay—1
ap*l ay
Qs-UF-CMA Co (,.Cs . (Qu+1)-R-ISIS \ ~ap
AdVCOREFALCON"',AS (r“ (TP Advq,aﬁB ) >
(€ Coi i C(QurCy)
+z% i (1_pPreSmp,B) s (pPreSmp,,B) +Ta
1=

where

PPreSmp,3 = MIN(B.)TpdGen,c€ R4 Pr(81,SQ)ﬁpreSmp(B’s’(c’o))[||(31a32)||2 < B,
Ty = MaX(. p)eTpdGen Lay, (P || Qn) with P =U(R,) and Qp the distribution of s; + s2-h mod g, where

81,82 ~ D s,
Tp = MaX(B,.)cTpdGen,cER Rq, (PreSmp(B,s,(c,0)) || Dp,s) with A = A(B)(c,0)-

REMARK. Note that the bound of Theorem 1 (and Theorem 2) holds for all choices of constants Cs; € NZ! and
Ay, Qp € R>1. We will refer to these as proof constants. In Section 6, we will derive optimal choices for these
proof constants that minimise the security loss for concrete and relevant instantiations of COREFALCONT.
The proof of Theorem 1 can be found in Section 5.

Interestingly, the hardness of (Qn + 1)-R-ISIS is not only sufficient for Theorem 1, but it is also necessary.
Specifically, an attack on (Qy + 1)-R-ISIS would directly lead to an attack on the UF-CMA security of
FALCON. Similarly, Theorem 2 requires the hardness of Qs-R-SPISIS, and an attack on this would result
in an attack on the SUF-CMA security of FALCON.

Theorem 2 (Strong Unforgeability). For any adversary A against the SUF-CMA security of
CorREFALCONT (Figure 6) running in time ta, making at most @ signing queries and Qy random oracle
queries, there exist an adversary B against @Q,-R-SPISIS running in time tg ~ ta such that for all
Cs € N1 and a, € R>! it holds

ap—1
Qs-SUF-CMA Qs-UF-CMA Cs . Qs-R-SPISIS . ap
AdVCOREFALc0N+,A < AdVCOR,EFALCON“',A + (TP (Advq,a,S,B,B +pbm°m>)
@s+1 2QH _
+ Pbinom + ) > + Qs2 k’
2ppr85mp75 PPreSmp, 3

where

PPreSmp,8 = min(B,-)ETpdGen,ceRq Pr(sl,sz)(—$PreSmp(B,s,(c,0))[”(81’82)”2 < /8]7

Pbinom = ZlQ:s() (Cls) (]- 7pPreSmp,B)Cs_i(pPreSmp,ﬁ)i
Tp = MAaX(B .)cTpdGen,cE Ry Rq, (PreSmp(B,s,(c,0)) || Da,s) with A = A(B)(C’O).

The proof of Theorem 2 can be found in Appendix C.

5 Proof of Theorem 1

Consider the sequence of games depicted in Figure 7.

Game Go. This is the unforgeability game for COREFALCONT so by definition we have

A _ Qs-UF-CMA
Pr(Gy = 1] = AdVCOREFAL00N+,A'
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Games Gy — Gy Oracle H(pk,r,m)

01 H,Q+0 19 if de: (e, pk,r,m) e H

02 cnt:=0 20 return c

03 (B,h) <% Gen 21 ¢ Ry

04 (m*,o*) <—$Asgn(')’H(""')(h) 22 H<+ HU{(e,pk,r,m)}

05 return [Ver(h,m*,c*)=1A(m*,-) ¢ Q] 23 return c

Oracle Sgn(m) Oracle H’(pk,r,m)

06 repeat 24 pk—h

07 cnt <+ cnt+1 / G1 — G5 25 if 3c:(c,h,r,m)eH

08 if cnt > Cy // G1 —Gs 26 abort

09 abort /) G1—Gs5 27 c¥ Ry

10 r¥{0,1}* 28 (s1,82) = (L, 1)

11 ¢:=H(h,r,m) J Go—Gy 29 81,824 DR s / G3—Gs
12 (c,s1,82) :=H'(h,r,m) // Go—Gs 30 c:=s1+s2-h modgq /] G3—Gs
13 (s1,82) <2 PreSmp(B,s,(c,0)) [/ Go—Ggz 31 H=HU{(c,h,m,m)}

14 (s1,82) ¢ DA(B)(c.0). /G4 32 return (c,s1,s2)

15 until ||(s1,s2)|l, < B
16 o= (r,s2)
17 Q<+ QU{(m,o0)}

18 return o

Figure 7. Games for the proof of Theorem 1.

Game Gi. This game is identical to the previous one, except that it aborts if the overall number of sampled
preimages in the signing oracle, i.e. including potential repetitions, exceeds threshold Cs.

Claim 1: For ppresmp,3 = Min(p .)cTpdGen,ce Ry, Pr(sl’52)<—$PreSmp(B,S,(C,O))[||(81782)H2 < f] it holds that

|Pr[Gh = 1] = Pr[G} = 1]| < 320 () (1= DPresmp,5) >~ (PPresmp.8)’-

Proof. To proof the claim, we model the experiment using a binomial distributed random variable X ~
B(Cs,ppresmp,p); i-e. we have Cs Bernoulli trials and success probability ppresmp,3- A trial corresponds to
sampling a preimage using PreSmp in the signing oracle and the trial succeeds if the norm is sufficiently small,
ie. ||(s1,82)|l, < B. Hence, the random variable, counting the overall number of successes in the Bernoulli
trials, tells us the number of signing queries we are able to answer. Since we need to answer (s signing
queries, we are interested in the CDF for value @, i.e. Pr[X < @] which is exactly the claim. |

Game Go. This game is identical to the previous one, except that it aborts during a signing oracle query
if there already exists a query to the random oracle for the same public key, salt r, and message m as the
output signature. To ease the depiction in further hybrids, we define a new RO H’ maintaining the same set
‘H as H but aborting in case of a query on the same input as a previous query. Oracle H’ is then called within
the signing oracle instead of H.

Claim 2: [Pr[G} = 1] — Pr[G) = 1]| < L(CetQu),

Proof. The salt r is chosen uniformly at random from {0,1}* for each RO query during a signing query. The

total number of elements in H is at most Cs + Qu, as at most one element is added per query to H (or H).
Thus, the probability that the freshly chosen salt was part of a previous query is at most % For C,
queries to the internal oracle H', we obtain the claimed bound. |
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Game G3. This game is the same as the previous one, except that random oracle H no longer returns a
uniformly random element ¢ <% Rq. Instead, it computes c as follows: It samples two elements s1,s2 from a
Gaussian distribution Dy , with standard deviation s over ring R. Then, ¢ is computed as c=s1+5s2-h
mod ¢, where h is the public key. For future use, s1, 82 are returned together with the RO output (note that
H’ cannot be called directly by the adversary).

Claim 3: For h € R, let P :=U(R,) and Qp, be the distribution of s +s2-h mod ¢ where s1,s2 3 DR s
Then, for any a,, € (1,00),
ay—1

Pr[Gé ~ 1] = ((',h)rg-%;(dGen Rau (P H Qh)cs PI‘[G? = H)

Proof. We define two underlying distributions for a (Q+1)-tuple of random variables (co = (B, h),c1,...,cQ).

P Q
(B,h) <2 TpdGen (B,h) <2 TpdGen
for i € [Q] for i € [Q)]
Ci<—$'Rq (81782)<—'DR73
return ((B,h),cy,...,cq) ¢ci:=81+83-h modgqg

return ((B,h),c1,...,cq)

These distributions describe the underlying distributions of Go and G3. By the data processing inequality
(Lemma 15) it holds that, for any a € (1,00),

Rq(G2 ]| G3) < Ra(P || Q). (1)

Let the marginal distribution of c; be denoted by P; (Qz resp.) and the distribution of ¢; conditioned on
c<i=(co,---,¢i—1) as Pjje_, (Qjjc., Tesp.). Since the distribution of ¢g = (B, h) is the same for P and Q,
it holds that

Ra(’ﬁo H QO) =1L
For the conditional distributions, note that random variable ¢; is independent of the previous random
variables e1,...,¢;—1. However, ¢; might depend on h and thus on random variable ¢y = (B, h). Hence for

all i € [Q+1],

Ra(Pjje_; | Qijer;) = Ra(Pij(co,....ci1) 1| Qil(eor.eir))

< Ra A c c;— 772 C1,..,Ci—
< e BaPianen e | QB e o)

= Ra P
e (Pl On)

where P :=U(R,) and Qp, the distribution of s1+ s2-h mod ¢ where s1, 52 e Dr,s. Note that h does not
occur in distribution P because the individual random variables ¢; (for ¢ > 1) are independent of h.
By Lemma 16 it follows
Ro(P||Q < max Ra(P|[lQn)%. (2)

" (-,h)ETpdGen
Combining probability preservation (Lemma 14) with Equation (1) and Equation (2), we obtain
Pr[G) = 1]a=T Pr[GA = 1]a%T
Ro(G2 || G3) — max(. pyeTpden Ra(P || Qn)?@

Pr[GS = 1] >

The claim follows by setting @ := Cs due to at most Cs queries from Sgn to H' in Line 12. ]

20



Game G4. This game is identical to the previous one except that the output of the preimage sampler
PreSmp(B, s, (c,0)) is replaced by a Gaussian over the lattice A = A(B) o), namely Dy ;.
Claim 4: For distributions PreSmp := PreSmp(B, s, (c,0)), D :=Dp s, and a, € (1,00) it holds that

ap—1
Pr[Gh = 1] < (Ra, (Presmp || D)% - PriG} = 1) 7
o= e (R, (Presme | D) Pr{G] = 1))
Proof. The claim follows analogously to Game Gs. ]

Game Gs. This game is identical to the previous one except that preimages sp,s2 are not sampled from
a Gaussian distribution over the lattice shifted by (¢,0) as before. Instead, the preimages of ¢ that were
sampled in H’ are used.

Claim 5: Pr[G} = 1] = Pr[G2 = 1].

Proof. We need to show that the distributions of the games are the same. The RO output c is the same in
both games. In Gy, the signing oracle outputs (s1,s2) ~ DA(B)(C,()),S' Since A(B) is the NTRU lattice shifted
by (¢,0), the output is distributed according to a Gaussian Dg ¢ conditioned on s +s2-h =c¢ mod g. The
output distribution in Game G5 is a Gaussian D ¢ as well where the condition s1+s2-h =c¢ modgq is
fulfilled by construction (Line 30). [ ]

Reduction from R-ISIS. Claim 6: There exists an adversary B against (Qp + 1)-R-ISIS such that

(Qu+1)-R-ISIS

Pr[G? =1]< Advq,a,ﬁ,B

Proof. Adversary B is formally constructed in Figure 8. Due to the changes in the previous games, adversary
B can perfectly simulate the game for adversary A against G; without having the secret key for h. Further,
B embeds their own targets in the queries to H. Let us assume, that A wins Gs, i.e. the forgery verifies and
(m*,-) was not queried to Sgn before. This implies that there exists an i* such that é;+ = ¢* because if A wins
the game, the challenge RO output ¢* equals one of B’s targets (that is exactly é;x) or to a signing query.
If it corresponds to a signing query, there is no way that adversary A can win the game due to the freshness
condition (m*,-) ¢ Q. Hence, Line 06 ensures the first winning condition of B, which is s+ s5-h=¢ mod q.
Further, the norm bound from A directly translates to the second winning condition, i.e. ||(s],83)|l, < 3.

]

B(h,é1,...,E0,+1) Oracle H(pk,r,m)
01 H, Q0 10 if Je: (e, pk,r,m) €H
02 cnt, /=0 11 return c
03 (m*,o*) <& ASER()HE) () 12 0:=0+1
04 parse o* — (1*,83) 13 ¢c:=¢ // embed challenge target
05 ¢* =H(h,r*,m") 14 H+ HU{(e,pk,r,m)}
06 SI = C* — 35 -h mod q 15 return c
07 findi": c" =é;r Oracle H'(h,r,m)
08 return (i*,s],s?)

16 return Gs.H'(h,r,m)
Oracle Sgn(m)
09 return Gs.Sgn(m)

Figure 8. Adversary B against t-R-ISIS for the proof of Theorem 1.
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6 Parameters and Analysing the Security Bound

In this section, we analyse the concrete security bounds for FALCONT-512 and FALCONT-1024 from
Section 4.1. Recall that FALCONT-512 and FALCONT-1024 are slight modifications of FALCON-512 and
FALCON-1024, respectively (with the same parameter sets), where signing includes picking the random seed
inside of the repeat loop. Concretely, we will use the Theorems from Section 4.2 to derive the proof
constants Cs, a,, and a, for an optimal tightness of the security proofs. The FALCON specification suggests
setting the Rényi order to a, = 2\, which is sufficient, but not ideal. We proceed as follows: first, we
estimate the +-R-ISIS/t-R-SPISIS bit security. Next, we analyse the bound in Theorem 1 and Theorem 2,
beginning with proof constant Cs, denoting the maximal repetitions in the signing oracle. Next, based on
the bit security of the t-R-ISIS/¢-R-SPISIS term, we iteratively apply the Rényi arguments, carefully
choosing the optimal orders a, and a, to minimise the security loss. Finally, we combine all results to
calculate the final bit security, presenting an overview in Table 3, followed by a discussion of the findings.

6.1 Security of t-R-ISIS and t-R-SPISIS

We estimate the security of the ¢-R-ISIS and ¢-R-SPISIS terms in our bounds. We consider the t-R-ISIS
and ¢-R-SPISIS problems (as defined in Definition 10), parametrised by a trapdoor generation algorithm
TpdGen with trapdoor quality @ and modulus ¢. For plain unforgeability, Theorem 1 provides a reduction to
t-R-ISIS with a norm bound of . For strong unforgeability, Theorem 2 gives a reduction to -R-SPISIS
with the same norm bound. For the hardness of +-R-ISIS / t-R-SPISIS we use a ring dimension of n =512
(n =1024) and modulus ¢ = 12289. The length bound 8 = 75v/2n results in f; = 5833.93 for FALCONT-512
and By = 8382.44 for FALCON'-1024 (see Table 2). We make the assumption that t-R-ISIS and ¢-R-SPISIS
instances are as hard as random SIS instances. Although it is possible that there are more efficient attacks
against -R-ISIS [Ber22], we argue that a direct reduction to ¢-R-ISIS in Theorem 1 is meaningful, as it most
accurately captures the security of the scheme. That is, {-R-ISIS does not only suffice for plain unforgeability,
but is, in fact, also necessary. Specifically, an attack on ¢-R-ISIS would directly imply an attack on the plain
unforgeability of FALCON. The same applies to t-R-SPISIS and the strong unforgeability of FALCON. We
estimate the security of SIS using the “lattice-estimator” [APS15a,APS15b] with the SIS.estimate.rough()
function, which computes the concrete bit security based on the core-SVP methodology from [ADPS16].10
The resulting levels of bit security are summarised in Table 3. We refer to Figure 11 in Appendix D for the
concrete prompts of the lattice estimator.

6.2 Number Of Signing Repetitions C;

The proof constant Cy defines the maximum number of repetitions to the signing oracle. Increasing Cl
inflates all terms in the security bound, except for the binomial term. Hence, to obtain an optimal bound
that fulfils the target security level A, we have to find the smallest Cs such that the binomial term is less
than 2. The following lemma establishes this for FALCONT-512 and FALcONT-1024.

Lemma 12 (Optimal Cy). For FALCONT-512 with A = 128 it holds that,

Qs

. C » )

argmin Cs|> ( ;) (1= ppresmp,s) " (Ppresmp,g)’ < 2% p <204 42%9,
s i=0

and for FALCONT-1024 with A = 256 it holds that

Qs
. C . ,
al“gcmln Cs § ( ;) (1 _pPreSmp,ﬁ)Cs l(pPreSmp,,B)l < 22 < 264 +236'
s =0

10 Wwe acknowledge that other tools for estimating the hardness of lattice problems exist [DDGR20,Duc20], and work
has been done to analyse the hardness of ISIS for small moduli [DEP23]. Any improvements in the cryptanalysis
of the underlying problems would also lead to improved attacks on the scheme, in which case our theorem bounds
would remain unchanged, and only Table 3 would need to be updated.
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The proof can be found in Appendix D.1. For different values @, Cs can be computed in the same way,
as shown in Table 3.

6.3 Rényi Terms

FALCON builds on the work of [Prel7, Lem. 6] which suggests that setting a, = 2\ “seems to be good
compromise”. Although this is true for certain problem instantiations, Lemma 11 makes this choice less
ad hoc and allows us to set the order of the Rényi divergence optimally, similar to [TT15]. We start with
optimising the Rényi order for the unforgeability bound (Theorem 1), i.e., the reduction to ¢-R-ISIS.

FALCONT-512. We start with the advantage for +-R-ISIS which gives 120 bits security, so for the inner most
part of the bound we have to preserve at most A = 120 bits of security.

Corollary 3 (Rényi Loss for Falcon™-512 (Preimage Sampler) in Thm. 1). For ¢ >27* =27120,
rp = R, (PreSmp || D), Cs = 264 1250 and the parameters for FALCON'-512, the Rényi argument for

ap—1
Cs a
P
’I“p 3

loses at most 3.5 bits for an order a, ~ 72.96.

The proof can be found in Appendix D.2. Next, we consider the 3.5 bits lost from Corollary 3 when
analysing the bits lost for the uniformity result.

Corollary 4 (Rényi Loss for Falcont-512 (Uniformity) in Thm. 1). For ¢ >27*=271165 . —
Ra,UR,) || Up), Cs =204 +2°0 and the parameters for FALCONT-512, the Rényi argument for

ay—1

7‘535 ay

loses at most 3.5 bits for an order a, ~ 71.73.

The proof can be found in Appendix D.3.

FALCONT-1024. We apply the same arguments as for FALCONT-512. The analogous corollaries can be found
in Appendix D.4.

OTHER BOUNDS AND NUMBER OF SIGNING QUERIES. The optimal Rényi orders for the strong unforgeability
bound (Theorem 2) as well as for different choices of the maximum number of signing queries (s can be
computed in the same way. We give an overview in the following section.

6.4 Final Security and Discussion

Corollaries 3, 4, 5 and 6 show that Cs < 2@Qs. To conclude the analysis of the bounds, we note that the
term Cy(Cs +Qp) /2% provides X bits of security when k > log(2Qs) + A. For both parameter sets, FALCONT
achieves this by its choice of kK =320 up to a loss of less than a bit. The binomial term fulfils A bits of
security by choosing an appropriate Cy, as detailed in the proof of Lemma 12. An overview of the results
from the previous subsections is presented in Table 3 for FALCONT-512 and FALCONT-1024. Note that while
the computational term in the bound for FALCONT-1024 ensures 270 bits of security, the statistical terms
described above limit the overall security to 256 bits. Below, we address key findings and issues, suggesting
possible solutions.

STRONG UNFORGEABILITY. We assume that both +R-SPISIS (and t-R-ISIS) are as hard as plain SIS.
Comparing the security bounds from Theorem 1 and Theorem 2, one can observe that the dominating term
in Theorem 2 is the UF-CMA term. Therefore, the provable bit security levels for the strong unforgeability
of FALCONT-512 and FALCONT-1024 are essentially the same as in Table 3.

NUMBER OF SIGNING QUERIES. For FALCONT-512, we provide bit security estimates for both reduced and
full 264 signing queries, as required by NIST. Allowing 264 queries increases the Rényi divergence loss, which
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Table 3. Provable security levels of FALCONT-512 and FaLcoN'-1024. The * symbol at 270 bits refers to the bit
security of the computational term. For further details, see Section 6.4.

UF-CMA (Thm. 1)

Parameters

Farcon™-512 | Farcont-1024
Ring Rg Z2280[ X1/ (X2 +1) | Zogoso[X]/ (X102 +1)
t-R-ISIS length bound 5833.93 8382.44
Bit security (core-SVP), t-R-ISIS;—_q o=1.17,B=3 120 278
Max Signing queries Qs 258 264 264
Max repetitions, Cs(, Qs) 258 L o4 | 964 4 950 204 4 936
Rényi Order, ayp 583.67 72.96 157.05
Rényi Order, a,, 582.46 71.73 155.92
Bits lost from Rényi ap 0.5 3.5 4
Bits lost from Rényi aq 0.5 3.5 4
Final bit security 119 113 256 (270)*

is problematic, since the security of SIS is already tightly set to the target level. In contrast, FALCONT-1024
benefits from a larger security margin between SIS and the target security, making it more tolerant to larger
Rényi losses. Therefore, we also present the maximum number of signing queries that can be supported
while maintaining a Rényi loss of at most 1 bit. This issue is not an artifact of our proof strategy but stems
from the sensitivity of the Rényi arguments. While increasing the smoothing parameter error e could help
maintain tight Rényi bounds even up to 264 queries, doing so would increase other parameters — such as the
signature size.
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A Additional Preliminaries

Lemma 13 (Multiplicativity [LSS14, Lem. 4.1]). Let a € (1,00). Let P and Q denote distributions
of a pair of random variables (Y1,Y3). Also, for i € {1,2} let P; and Q; be the marginal distribution of Y;
under P and Q, respectively. Then if Y7 and Ya are independent, R, (P || Q) = Ro(P1 || Q1) Ra(P2 || Q2).

Lemma 14 (Probability Preservation [LSS14, Lem. 4.1]). Let a € (1,00) and E C sup(Q) be an
arbitrary event. Then,

Q(E) > P(E)aT /Ry(P || Q)
Q(E) > P(E)/Rs(P | Q).

Lemma 15 (Data Processing Inequality [vEH14, Thm. 9]). Let « € (1,00). For any function f,
where Pf (respectively of ) denotes the distribution of f(z) induced by sampling = < P (respectively
v Q), Ra(PT || Q) < Ra(P || Q).

We use the following bound on the Rényi Divergence for Dependent Random Variables from [HPRR20)].

Lemma 16 (Rényi Divergence for Dependent Random Variables [HPRR20, Prop. 4]). Let P
and Q denote two distributions of an N-tuple of random variables (X;);<n. For each 0 <i < N, let P; (resp.
Qi) denote the marginal distribution of X;, and let P;;(- | X<;) represent the conditional distribution of
X, given the values of the preceding varibles (Xj,...,X;—1) = X<;. Let a > 1 and suppose that for every
0 <14 < N, there exists a constant r,; > 1 such that for every i-tuple X.; in the support of Q restricted to
its first ¢ variables,
Ra(Pyx_; |1 Qijx;) < Tai-
Then,
Ra(P H Q) S H T‘avi'

i<N
B Proofs for Section 2 and Section 3

B.1 Proof of Lemma 8

Lemma 8 (Rényi Divergence of Gaussian Sample over A/A’ (adapted from [GPV08, Cor. 2.8])).
Let A, A’ be n-dimensional full-rank lattices with A’ C A. Then for any a € (1,00), e € (0, 1), any s > n.(A’),
and any c € R",

2ae?

o U(A/A) | Dasnrse) S1+ 70

Proof. Much of the proof follows from [GPV08, Cor. 2.8], but for completeness and verifiability, we have fully
proved these adaptations. The quotient group A/A’ is defined as the additive group of cosets z+ A’,x € A.
Sampling from a discrete Gaussian over this quotient group we obtain that for any x € A

ps,c(z+A")
Da s _ P b T
A/A ,s,c(m) ps,c(A)
By assumption A’ C A which implies 7.(A) < ne(A’) < s. Therefore, we can apply Lemma 5 and get
n

ps,c(A)€[l—¢€1+¢€]- det(A)’

Again, since s > n.(A’)
S'n,

det(A))”

pscx+A)el—e1+€-

30



Combining these results yields

1—¢ 1+e] det(A)

D / € s . .
A/A s L—f—e 1—¢]| det(A)
Since A and A’ are full rank, their spans are the same (R™) and hence the size of their quotient group A/A’

is finite. Therefore, by [DD18, Lem. 10] we get that |[A/A’| = C(liztt(&,)). Computing the relative error between

the Gaussian distribution and the uniform distribution U(A/A’)(z) = W gives

U(|A/A])(x) c 1—6714-6 iz 2¢ 14 2¢ .
Da/ar,s,e() 14+e 1—¢ 1—e 1—e
Applying Lemma 6 with § = 12_66, we obtain
, 2a€?
Ro (UA/A) ]| DA/A',s,c) S1+ =2
This completes the proof. |

B.2 Proof of Lemma 9

Lemma 9 (Rényi divergence (adapted from [GPV08, Lem 5.2])). If the columns of A € Zy*™
generate Zy, a € (1,00), € € (0, 1), and s > 1 (A1 (A)); then for e ~ Dzm 4, the distribution P = U(Zy), and
the distribution Q of the syndromes u = Ae mod ¢, it holds that

2ae€?

(1-e)?

Proof. For simplicity we denote A+ = A+(A). By assumption the set of all syndromes of A equals Ly,
ie. {Ae modgq|e€ Z™} =Zy. Consider the quotient group (Z™/A+) which is defined as the group of
all cosets, i.e. {e—l—AL | e € Z™}. This quotient group is isomorphic to the set of syndromes of A via the
mapping e+ A+ — Ae mod ¢, where e € Z™. Hence, we have P :Z/I(Zm/AJ-). Further, the distribution
DZm/Ai,s =Dzm s mod A~ is the distribution of e ~ Dzm ¢ reduced modulo A-L. That is, the coset e+ A+
for e ~ Dzm 5. Applying the above isomorphism, this distribution is isomorphic to distribution Q. Finally
we can apply Lemma 8 with A =Z™, A’ = A+ and ¢ =0 to obtain the claim. |

Ro(Pl1Q)S1+

B.3 Proof of Corollary 2

Corollary 2 (Rényi uniformity for NTRU). Let ¢ be prime, h € R4\ {0}, a € (1,00), € € (0, 3),
5> nNe(An,q), P=U(Ry), and Q the distribution of w+wv-h mod ¢ where u,v ~ Dg . Then it holds that

2a€2

(1-e?

Proof. Elements in R are polynomials of degree n that can be described via their anticirculant matrix A(-) €
Z™*™_ For q prime and h € R, \ {0}, we consider matrix A = [In|A(h)] € Z"**" that defines the NTRU
lattice Ap g = A+ (A). By Lemma 1 the anticircuclant matrices with matrix addition and multiplication
form a ring that is isomorphic to R. In particular, this holds for the anticirculant of samples e = (ej,e2)
with e; ~ Dzn ¢ and (u,v) with u,v ~ D  as well as for the resulting distributions A-.A(e) mod ¢ and

Ra(P|lQ) 51+

the distribution of z such that A(z) = A {jﬁ:” = A(u) + A(h) - A(v) mod g. The latter distribution is
equivalent to Q. Finally, due to its special structure with identity Iy on the left, A generates Zg such that
we can apply Lemma 9 to conclude the proof. |
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B.4 Proof of Lemma 10

Lemma 10 (Relative Error for Tailbounds). Let P and Q be two distributions with sup(P) =sup(Q) =
Z™ and dgrg(P,Q) =4. Then for any 8 >0,

P >0]< P > B]-(1+9).
Pulllel, > )< P [l > 6 (1+)
Proof. We can use the relative error to upper bound the Rényi divergence of order oc:

L P
(P =, %) 9ta)

< (1496).

Applying the probability preservation for Rs (Lemma 14) we obtain

Propl|zlly > 5]
R (P || Q)

P [zl > 5] > > Pr [llolly > 81/(1+9).

B.5 Proof of Lemma 11

Lemma 11 (Optimal Rényi Order). For A € N, let £, be two events such that Pr[£1] > 27, Assume
that for any Q €N, a € (1,00), and R, € [1,00) it holds that

a—1
a

Pr[&] < RY -Pr[&]

Then

—log(Pr[&]) > —log(Pr[&1]) —m>1111 {QlogRa + 2} _

Proof. By assumption it holds that Pr[£;] > 27*. Minimising for a > 1 yields

a—1

Pr[&s] < ?;?{R‘? ‘Pr[&] = } = 2n>1111{Rf? -Pr[é’l]*l/a} -Pr[&]

§gn>irll{R(?~2’\/a}~Pr[£ﬂ.

In other words, this gives at least

_ A
—log(Pr[&1]) — min {QlogR(1 + a}

bits success probability for &;. |

C Proof of Theorem 2

Theorem 2 (Strong Unforgeability). For any adversary A against the SUF-CMA security of
COREFALCONT (Figure 6) running in time ta, making at most @ signing queries and Qy random oracle
queries, there exist an adversary B against Qs,-R-SPISIS running in time tg = tp such that for all
Cs € N1 and ap € R>1 it holds

ap—1
Qs-SUF-CMA Qs-UF-CMA Cs . Qs-R-SPISIS . ap
AdVCOREFALc0N+,A < AdVCOR,EFALCON“',A + (TP (Advq,a,sﬂ,B +pbm0m>)
@s+1 2QH _
+ Pbinom + 2 . + Qs2 k’
2pPreSmp,ﬁ DPreSmp,

where
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01
02
03
04
05
06
07

Games Gy — Gs

H, Q0

cnt =0

(m*,0*) <& ASeR()HE) ()
parse o — (1*,83)

c* =H(h,r*,m")

s8] =c*—s5-h modgq

return [Ver(h,m*,0*) =1A(m*,-) ¢ 9]

Oracle H'(h,r,m)

08
09
10
11
12

flag := false

if 3¢ (e,h,r,m)eH
flag:=true

cE Ry

return c

/ G2 —Gs

13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Oracle Sgn(m)

repeat
cnt < cnt+1
if cnt > Cs
abort
r <& {0,1}*
c:=H(h,r,m)
c:=H'(h,r,m)
(s1,82) <2 PreSmp(B,s,(c,0))
(s1,52) < DA(B) . 0).5
until [[(s1,s2)[; <8
if flag =true
abort
H:=HU{(c,h,r,m)}
o= (r,s2)
Q«+ QuU{(m,o0)}

return o

Oracle H(pk,r,m)

29
30
31
32
33

if 3e¢: (e,pk,r,m) eH
return c

cE Ry

H <+ HU{(c,pk,r,m)}

return c

/ Gz — Gy
/ Gz — Gy
/ Gz — Gy
/ Go—G1
/ G2 —Gs
/G4 —Gs
/] G2 —Gs
/] G2 —Gs
/] G2 —Gs

Figure 9. Games Gy — G5 for the proof of Theorem 2.

PPreSmp, 8 = MiN(B ) cTpdGen,ce R, Pr(sl,52)(—$PreSmp(B,s,(c,0))[”(81’82)“2 <8l

Pbinom ‘= ZlQ:SO (CZ’S) (]- 7pPreSmp,B)Cs_i(pPreSmp,ﬁ)l
Tp = MAaX(B,.)cTpdGen,cERy Rq, (PreSmp(B,s,(c,0)) || Da,s) with A = A(B)(C’O).

Proof. We prove the theorem by a sequence of games.

Game Gy. We start with the SUF-CMA game for COREFALCON™:

To prove the theorem, we distinguish between two kind of adversaries. One is a plain unforgeability
adversary who returns a forgery which is the preimage of an RO output that corresponds to a previous query
to the signing oracle. Such an adversary directly reduces to the bound of Theorem 1. The second adversary

Pr[G) = 1]

_ Qs-SUF-CMA
- Ade()REFALCOl\IJr A

returns a forgery corresponding to a RO oracle query that was issued in the signing oracle.

Game G;. This is the same game as the previous one except that the adversary only outputs forgeries such

that the associated RO was programmed during a signing query.

[Pr[cf = 1]~ Pr [t = 1]| < Adv§rUE-OMA
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Game Go. This is the same game as the previous one except that it aborts in the signing oracle if the
random oracle was already queried on the same input before. We only consider the query corresponding to
the signature that is eventually output by the signing oracle. Additionally, we only program the random
oracle on that query and ignore the other repetitions before.

Claim 7: It holds that

‘m[e?:&}-m[e@:@k( Q+1 . 20m )QSQk.

2
2pPreSmp,ﬁ DPreSmp,3

Proof. The claim is implicit in [BBD"23a, Thm. 3], where it is separated into two steps. The first step is
denoted by the difference between “Sign” and “Prog”, and the second one by the difference between “Prog”
and “Trans”. |

Game G3. This game is identical to the previous one, except that it aborts if the overall number of sampled
preimages in the signing oracle, i.e. including potential repetitions, exceeds threshold Cj.

Claim 8: For ppresmp,3 = Min B .)cTpdGen,ce R, Pr(sl,32)<—$PreSmp(B,s,(C,0))[”(81’82)“2 < f] it holds that

Pr[Gh = 1] = Pr[Gh = 1]| < 220 (F) (1 — ppresmp,s) " (PPresmp,5)"-

Proof. To proof the claim, we model the experiment using a binomial distributed random variable X ~
B(Cs,ppresmp,3); i.e. we have Cs Bernoulli trials and success probability ppresmp,3- A trial corresponds to
sampling a preimage using PreSmp in the signing oracle and the trial succeeds if the norm is sufficiently small,
ie. ||(s1,82)|ly < B. Hence, the random variable, counting the overall number of successes in the Bernoulli
trials, tells us the number of signing queries we are able to answer. Since we need to answer (s signing
queries, we are interested in the CDF for value Qs, i.e. Pr[X < @] which is exactly the claim. ]

Game Gy. This game is identical to the previous one except that the output of the preimage sampler
PreSmp(B, s, (c,0)) is replaced by a Gaussian over the lattice A = A(B) ), namely Dy ;.
Claim 9: For distributions PreSmp := PreSmp(B, s, (c,0)), D :=Dp s, and a, € (1,00) it holds that

ap—1
Pr[Gh = 1] < (R PreSmp || D)% - P GA;»1)“”
1[Gy | < (Bﬁ.)eTf&%ﬁnyceRq ap( reSmp || D) 1[Gy ]
Proof. The claim follows analogously to the proof of Theorem 1. |
Game Gs. This game reverts the changes made in Gz. Claim 10: For
PPreSmp, 5 = Pr [||(31’S2)H2 < ﬁ]

min
(B,)ETpdGen,cERq (5,55)¢EPreSmp( B, s,(c,0))

it holds that

Qs
C » )
Pr [GQ = 1} —Pbr [GQ = 1} ‘ < Z < ;) (1 _pPreSmp,B)Cs 2(pPreSmp,B)Z'

=0

Proof. To proof is analogous to the proof for Gs. |
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Adversary B(h,{(cj,u;,v5)} c(0,) Oracle Sgn(m)

01 H,0+0 09 cnt<4—cnt+1

02 cnt:=0 10 r<2{0, 1}k

03 (m*,0*) <& ASer()HE) () 11 ¢:=cent // embed target
04 parse o* — (1*,83) 12 (s1,82) = (Ucnt,Vent) // embed preimage
05 ¢ :=H(h,r*,m*) 13 H=HU{(c,h,r,m)} /| program RO
06 s} :=c*—s5-h modq 14 0= (r,s2)

07 find cnt* : ¢* = Censr A (87, 55) # (Uent* , Vents) -2 Q« QU{(m,0)}

08 return (cnt*,s7,s?) 16 return o

Oracle H(pk,r,m)

17 if e (e,pk,r,m) € H
18 return c

19 c¥ Ry

20 H <+ HU{(c,pk,r,m)}

21 return c

Figure 10. Adversary C against {-R-SPISIS for the proof of Theorem 2 simulating Gs.

Final reduction. We can reduce Gs to t-R-SPISIS.
Claim 11: There exists an adversary C against ¢-R-SPISIS such that

Pr(GA = 1] < Adv QT SEISIS,
Proof. Reduction B is formally constructed in Figure 10.

The simulations of the random oracle and the signing oracle Sgn are perfect since the distribution of B’s
inputs exactly follow the distributions required in Gs. This is the case because exactly one random oracle
position is programmed during a signing query. B can answer the signing query because their preimages have
a sufficiently small norm. If A wins, the reduction finds an index in Line 07 because we are only considering
forgeries that correspond to a previous signing query and due to A’s freshness condition, namely (m*,o*) ¢ Q.
Note that if A wins their game, all winning conditions of C are fulfilled. First, (s7,s3) is a preimage of ceng*
(Line 06) which must have a norm of at most S if A wins their unforgeability game. Lastly, due to the check
in Line 07, the output solution must be fresh. |

This completes the proof. |

D Appendix for Section 6

sage: SIS.estimate.rough(SIS.Parameters(n=512,q=12289,length_bound=5833.93,norm=2,m=2x512))
lattice :: rop: ~27121.2, red: ~27121.2, §: 1.003882, [: 415, d: 1024, tag: euclidean
sage: SIS.estimate.rough(SIS.Parameters(n=1024,q=12289,length_bound=8382.44,norm=2,m=2%1024))
lattice :: rop: ~27279.2, red: ~27279.2, §: 1.002114, B: 956, d: 2048, tag: euclidean

Figure 11. SIS hardness estimates for ring dimension n = 512, n = 1024 and length bound /.
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D.1 Proof of Lemma 12
Lemma 12 (Optimal C;). For FALCONT-512 with A = 128 it holds that,

Qs
. C i .
argcmln Cs Z < is) (]- 7pPreSmp,B)cs l(pPreSmp,B)Z < 2>\ ,S 264 +2507
s i=0

and for FALCONT-1024 with A = 256 it holds that

Qs

. C i )

ar%mln Cs E ( ;) (1 _pPreSmp,ﬁ)CS Z(pPreSmp,B)Z < 2 5 204 +236-
S =0

Proof. First, we compute ppresmp,s as follows.

PPreSmp,3 = nlj/g $ Pr [“(51752)“2 < ﬁ]
(B,»?EqudGen (s1,82)¢PreSmp(B,s,(c,0))
— ww 1-PBr (lesr.22)l, > A
(B,~)Esu;;1(Gen) (s1,82)¢~PreSmp(B,s,(c,0))
> min 1— Pr [I(s1,82)ll > B]- (1+2€) (Lemma 7, Lemma 10)
CERq (51,82)<DA(B) (. g) .5
(B,-)€sup(Gen) ’
A(B : 2n
> CHEI%I(I 1— <%é)-)‘r)t) ( elfTZTQ) (1 +26)> , for t € A(B)(c,0) (Lemma 2 and B=7s 271)
(B,-)€sup(Gen)
1+e g\ 2" Lemma 5, det(A(B)) = det(A(B) +1),
Zli(l—e.( e ) (1429 ). and s > n.(A(B))

For FALCONT-512 and A = 128, setting e = (264-128)~1/2 7 = 1.1, and n = 512 yields
PPreSmp,3 >1- 2_14'31-

For FALCONT-1024 and \ = 256, setting € = (264-256) /2,7 = 1.1, and n = 1024 analogously yields

—28.
DPPreSmp,3 >1-2 8 63-

When the following condition is satisfied:

Qs < CspPreSmp,Bv (3)

Hoeffding’s inequality can be applied to obtain a tail bound on the probability of observing at most Qs
successes in C independent Bernoulli trials. Specifically, the bound is given by,

Qs C ] ) Q 2
Z ( is> (1 _pPreSmp,B)C&‘iZ<pPreSmp,,8)Z <exp <_205 (pPreSmp:ﬂ - CS> > (4)

=0

where @) is the number of successes, Cs is the number of trials, and ppresmp,s is the probability of success
in each trial. To satisfy the condition of Equation (3), Cj is set as follows,

264 Qs

Oy =204 250 > > :
3 1—2-14.31 PPreSmp,3

Finally, the bound in Equation (4) is verified as follows,

964 2
64 50 —14.31 A _

Similarly, setting Cy = 264 4 236 suffices when ppresmp g > 1 — 272863 and \ = 256.
P,
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D.2 Proof of Corollary 3

Corollary 3 (Rényi Loss for Falcon™-512 (Preimage Sampler) in Thm. 1). For ¢ >27* =27120,

rp = Ra, (PreSmp || D), Cs =204+ 250, and the parameters for FALCONT-512, the Rényi argument for

ap—1
Cs."a
P
Tp€

loses at most 3.5 bits for an order a, ~ 72.96.

Proof. By Lemma 11 we need to solve

: A
(gou>nl Cs -log (R4, (PreSmp || D)) + @

By Corollary 1 we can upper bound R,

A
i log (1+2ape?) + .
mniny Cs-log (14 2ape )Jrap

Differentiating with respect to a, gives

2.C4- €2 _ i
In(2)-(2ape+1) a2’

Setting the derivative to 0 and rearranging the terms yields
0=2a2Cs€® — AIn(2) — 2a,> A In(2).

With the condition a, > 1 the solution of the quadratic equation is

A In(4) +/8C, A n(2) + A2l In?(4)
- 4C5 €2 (5)

ap

Plugging A = 120, ¢ = 1/v/264.128 = 27355 and C, = 264 + 259 into Equation (5) gives
ap = 72.96

and thus a bit loss of at most

120 <3.29.

< log(14+2-72.96-€2) + ——
Cs-log(1+2-7 966)+72-96_

D.3 Proof of Corollary 4

Corollary 4 (Rényi Loss for Falcon'-512 (Uniformity) in Thm. 1). For ¢ >27* =27"1165 » —
Ra,UR,) || Up), Cs =264 +2°0 and the parameters for FALCONT-512, the Rényi argument for

ay—1

7“555 ay

loses at most 3.5 bits for an order a, ~ 71.73.

Proof. The corollary can be proved similar to the proof of Corollary 3 except that the Rényi divergence is
upper bounded using Corollary 2. This leads to minimizing

2 Gy, - €2 A
i .1 12t t 2
a1 Cs og( + (16)2>+a’

which yields the statement. |
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D.4 Additional Rényi Corollaries

For the t-R-ISIS term we obtain a security of 278 bits, i.e. we can assume that the Rényi argument of the
preimage sampler needs to preserve at most A = 278 bits.

Corollary 5 (Rényi Loss for Falcon'-1024 (Preimage Sampler) in Thm. 1). For ¢ >2"*=27278,
rp = Ra, (PreSmp || D), Cs =204+ 236 and the parameters for FALCONT-1024, the Rényi argument for

ap—1
rCie o
loses at most 4 bits for an order a, ~ 157.05.
Proof. The proof works as the proof of Corollary 3 with different parameters. |

Since we already lost 4 bits when unfolding the Rényi argument for the preimage sampler, we need to
apply the following corollary with a security level of only 274 bits.

Corollary 6 (Rényi Loss for Falcon'-1024 (Uniformity) in Thm. 1). For ¢ > 27A =972 =
Ra,U(Ry) ||Up), Cs =204 4236 and the parameters for FALCONT-1024, the Rényi argument for

-1
ay

CQE

loses at most 4 bits for an order a, = 155.92.

Proof. The proof works as the proof of Corollary 4 with different parameters. |

E Samplers

Here we recall the KLEIN SAMPLER [Kle00] and the FFO SAMPLER and prove similar results as in [Prel7].
However, we first present the Gram-Schmidt orthogonalization and LDL decomposition at the core of the
samplers.

To present the FFO SAMPLER, we require some additional notation. The canonical embedding of a €
R[X]/(X"+1) is @ = (a(¢))¢nt1-0 € C™/2, since there are n/2 complex primitive elements ¢ such (" +1=0
when 7 is a power of two. The mapping between R[X]/(X™+1) and C™/? is called the canonical embedding.
With every element a € R[X]/(X"+1), there is an adjoint a', uniquely defined by the condition af(¢) =a(()
for all ¢ such (" +1=0. It allows to define an inner product over C"/2 (a,b) = > ocdr1=0a(Q)b(C) and the
associated norm ||a|| = v/{(a,a). Equipped with this scalar product, the embedding allows to view the ring
of integers Z[X]/(X™+1) as a euclidean lattice in C*/2, or in R™. From now on, lowercase letters denote
polynomials, and bold lowercase letters denote vectors as is customary in lattice literature.

E.1 Orthogonalizations

GRAM-SCHMIDT ORTHOGONALIZATION. For any linearly independent vectors (bi,...,by) there exist
orthogonal vectors (b1,...,b,) such that

Vie [n]: span(bi,...,b;) = span(by,...,b;)

and one can compute such orthogonal vectors with the following formula:

Vien]: Bi:bi— ?7
b;,
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One can write this in matrix form: B = B L, where L is unit upper triangular, and B and B are the
column matrices of (by,...,by) and (by,...,by), respectively. The unit upper triangular condition on L makes
the Gram-Schmidt decomposition unique.

LDL' bECOMPOSITION. For any matrix A such that A= AT (Hermitian matrix), there exists a unique pair
(L, D), where L is upper unit triangular and D is diagonal, such that A = LT DL. Tt is worth noting that
the Gram-Schmidt decomposition and the LDLf decomposition are closely related. By the uniqueness of
both decompositions, one can identify L in B = B-L and in the LDL! decomposition of A = BT B, which
is an Hermitian matrix, as A= BfB=LIBIBL = L' DL and B is an orthogonal basis.

E.2 Klein Sampler

Lemma 17 (Isot~r0pi§ Gaussian in Orthogonal Basis). For any s € R, for any t € R™ and any
orthogonal basis B = (by,...,b,), where z;b; + DZEi stib; then Bz + DA(B) stB-

Proof. We denote by (Z;);c[) the random choices made for each coordinate of z. Then, by the definition

ps((zi—ti)b;
of Dyg, ,4,5, We have Pr[Z; = zi] = (pr))

Hie[n] ps((zi—ti)b;)
as Hie[n] Ps ((zl —ti)Bi) = ps (Eie[n] (2 — tl)l;@) = ps ((z — t)B) where the penultimate equality holds since

. Since each coordinate is sampled independently, it follows

that Pr[Z = z] = [[;¢[, Pr(Zi = =] = . The numerator in the above expression simplifies

the vectors b; are orthogonal and as Gaussian function ps is additive for orthogonal vectors. Finally, by
_ ps((zft)B)

= (A(B)) which is exactly the expected distribution. H

probability normalization, we obtain Pr[Z = z|

This sampler, studied in [Kle00, GPV08], is an adaptation of Babai’s nearest plane algorithm that
introduces Gaussian sampling so that the output distribution does not reveal information about the secret
basis used as the CVP trapdoor.

Algorithm 1 KLEINp 4(t € R™)

Require: s> 1e(Z") | B||gg, the Gram-Schmidt decomposition B = B L and the values s; = s/||b;]|» for j € [n]
Ensure: A vector z such that Bz <~ Dy (B),s,Bt

1: for j€{n,...,1} do

2: t;- <_tj+2i>j Lij(ti—zi)

3z Dz

4: return z

For completeness and because the proof of the KLEIN SAMPLER is similar to the one of the FFO SAMPLER,
we recall its output distribution and some intermediate lemmas.

Lemma 18 ([GPVO08, Lem 4.4]). Let B be the lattice basis, and B its orthogonalisation basis. For any
input t € R™, ' € R™ as defined in Algorithm 1, and any output z € Z™ of KLEINp, g,

B-(z—t)=B-(z-t).

Proof. Using the transition matrix L, one can compute the coordinates of B-(z —t) in basis B:
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j=1
=z —t;+ ZLi]‘ (z—1t); (L is unit upper triangular)
j>i
=Z;— t;
=(z—t);
Therefore,
B (z—t)=B-L-(z—t)=B-(2—-t)
This completes the proof. |

Lemma 19 ([GPV08, Lem 4.5]). For any input t € R", any z € Z", and any s > n.(Z") - || Bl 55,
with € € (0,1/4), and Gram-Schmidt decomposition B = B - L and the values s; = s/||b;||» for j € [n], the
probability that KLEINpg , outputs z € R" is exactly

1

ps(B-(t—2))- H m,

1€[n]
where the values s;,t; are as in the execution of KLEINpg s(t) — z.
Proof. Consider the event E' that KLEINE, (%) is exactly z. We denote by (Z;);¢[n] the random choices made
by KLEINy, +(t), the event E is exactly the event where each Z; = z; for ¢ € [n]. Now for each 4, the probability

that Z; = z; conditioned on Z; = z; for each j =n,...,i+1, is exactly Dy, (zi). Therefore the probability
of E is

HZE[?’Z] psi,t; (Z'L)

D s t/\Zi) = .
H Z “ti( ) Hie[n]psi,t;(z)

1€[n]

The numerator in the above expression is

[T paverzi) = TT ps (=20 - 1B4]])

i€[n] i€[n]
= ps Z b - (t, —z) (orthogonality of B)
i1€[n]
= ps (B (- z))
=ps(B-(t—2)) . (Lemma 18)
This completes the proof. |

Lemma 20 (Rényi Divergence of Klein Sampler [Prel7, Lem. 6]). Let n be a positive integer,
a>1, and € € (0,1/4). Then for the KLEIN SAMPLER PreSmp and the lattice A = A(B)c,0), for any basis

B € 7?"*2" standard deviation s > n.(Z*")- || B||5g, and arbitrary syndrome ¢ € R, the Rényi divergence
is bounded by

R, (PreSmp(B,s,(c,0)) || Da s) < 14 2ae”.

40



Proof. In the proof, t = (¢,0). As stated in previous lemma, the probability that KLEINg, 4(t) outputs a
given z is exactly

pu(B-(t-2)- [] —— s

/
1€[2n] i

1+€/2n?

by [MR04, Lemma 4.4]. Since Dp ¢(B - z) is proportional to ps(B-(t —z)) and as s; = s/||b;|. > s/ || Bl as>
by assumption s; > 1. (Z2") > Ne/2n(Z), therefore p, 4/ (Z) € [ﬁ_zﬁz , 1] -ps;(Z) by [MR04, Lemma 4.4]. Since
DA s(B-z) is proportional to ps(B - (t— z)) and both D ¢ and PreSmp(B, s, (¢,0)) sum up to one, we have

(1_6/2n)2” . PreSmp(B, s, (c,0)) < <1+6/2”)2n _

As s;=5/||bill2 > s/ || Bl g by assumption s; > 1¢(Z*") > n, 2, (Z), therefore P (Z) € [1_5/2" 1} -ps; (Z)

1+4+¢/2n DA s 1—¢/2n
Therefore,
14¢€/2n\*"
) PreSmp(B, s, (c,0)),D < | — — 1~ 2e,
rE (PreSmp(B,s,(c,0)),Dyp ) <1—e/2n) €
from which we can conclude the proof by using the relative error lemma. |

E.3 FFO Sampler

The main drawback of the KLEIN SAMPLER is its quadratic complexity. The FFO SAMPLER algorithm is
an adaptation of the KLEIN SAMPLER that exploits the structure of the NTRU matrices using an advanced
Fast Fourier Transform depicted in [DP16]. We first present how the KLEIN SAMPLER is modified.

The KLEIN SAMPLER uses the orthogonalization of the matrix B to sample 2n vectors in the 2n orthogonal

lattices A(b;) (this is what the line z; «— Dy sjit! does). One can take advantage of the structure of NTRU
855t

lattices and modify this procedure to achieve quasi-linear complexity. Given a basis

(9 G 2%2
B(_f_F>eRq ;

one wants to sample a vector from the lattice A (A(B)). To do this, one can apply Klein’s algorithm in
dimension 2 on the basis B. First, one compute a block orthogonalisation of the NTRU basis B: B =
(b1 by) - L. Then, it is sufficient to be able to sample in the lattices A(A(b1)) and A(A(b2)) using two
recursive calls, which would yield our quasi-linear algorithm.

The obstacle is that .A(by) and A(bg) cannot be interpreted as matrices of the image of A, as the
coefficients of b; are not integers. To overcome this issue, new operators analogous to ¢ (coefficient embedding
of an element of R;) and A (anticirculant matrix) are introduced: Vg4 and Mg,z , where d and d' are powers
of 2. It is possible to define a more general V but for NTRU, powers of 2 are sufficient. Informally, V' can be
viewed as iterations of the “split” operator used in the fast Fourier transform.

To go down the tower rings, let us introduce the notation R4(d) to denote the subring of dimension 24 of
Ry(k) with n = 2*. The tower-of-fields of the cyclotomic field Q[X]/(X™+1) for n = 2* has corresponding
subfields that we will write as Q(d). This notation is the same as in the forthcoming FN-DSA standard.

The following definitions and properties come from [DP16].

— Define Vad jpa-1, for a € Rq(d), Vaa jga-1 (a)= (z()) where pg,p1 € Rq(d—1) are the unique polynomials
1

such that a(X) = po(X?)+ Xp1(X?).
— Define VQd/Qd/ with d > d’ recursively as the identity if d = d’, otherwise for a € R4(d), V24/2d/ (a) is the
result of the coefficient-wise application of V4, J2d! to Voa J2d—1 (a).
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— For a € Ry(d), if Vyajga-1(a) = (]1;(1)) then

X

Mya j9a-1(a) = {g? pﬁl} = [Vaaga-1(a) Vaa pa-1(Xa)| € Ry(d— 1)2%2,

— As for V, define Mzd/gd/ with d > d’ recursively as the identity if d = d’, otherwise for a € R4(d),
MQd/2d/ (a) is the result of the coefficient wise application of MQd_l/Qd/ to Moa j9a—1 (a).

— V and M generalize to vectors and matrices in a coeflicient-wise manner.
Observe that, as stated in [DP16], the following properties hold:

— M(A-B)=M(A)-M(B)
— V(ab) = M(a) -V (b)
— V is an isometry: (V(a),V(b))2 = (a,b)2

In the FFO SAMPLER algorithm, instead of sampling in the lattice generated by .A(B), one samples
in the lattice generated by Mok i (B). The operator My /; enables the recursive call discussed earlier.

When sampling in the lattice generated by M2k/1(l~),-), one can decompose b; € R,(k)™ as a matrix B; €
Rq(k—1)2%2m using the partial operator Mok jok—1. By definition of M, the lattices generated by Mok 1y (b;)
and M2k—1/1(Bi) are the same.

CompAacT LDL' DECOMPOSITION. These linearization operators provide a compact way to express the
LDLY decomposition. This decomposition is given by algorithm 2:

Algorithm 2 ffLDLT(Q)

Require: A positive-definite self-adjoint matrix Q € Q(k:)2><2
Ensure: A binary tree 7.

1: (L10,Doo, D11) + LDLT(Q)

2: T.value + Lig

3: if d=1 then

4: T .leftchild < Dgg

5: T .rightchild < D11
6: return 7

7: else

8:

Qo +— MQd/Qd—l (Doo)

9: Q1 <—M2d/2d—1(D11)

10:  T.leftchild < fiLDLT(Qp)
11:  T.rightchild < fiLDLT(Q)
12: return 7

This algorithm computes a “compact LDL decomposition.” Indeed, consider B € Rq(k)zxm by writing

/\ /N
fiLDLT (BT - B) in the form Lo Lo Zu Lu  and with the properties of LDL', an immediate induction

Dy ceeeeeeees Doy
provides the following results:

Mya j9a—i(B) = B;- L;
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where B; is the Gram-Schmidt matrix of Myq /2d4-i(B), and Lj is defined recursively by

[1Lg...q ]
' 0
0 1
1L ) 1 Lo...01
Lo= |:O 1} , Vi>0: L; = 0 1 -Mzk—i+1/2k—i(Li_1)
1Lq..14
. O O 1 -

Moreover, as Diag(D1,...,Dap) = BLBH the (Dq,...,Day) are the squares of the norms of the Gram—Schmidt
basis vectors of My 1 (B).

FFO SaMPLER. We can now put into practice the suggested idea to efficiently sample vectors from a lattice
generated by the secret basis B.

Algorithm 3 ffSampling(t,7)

Require: An element t = [to,#1] € Q(k)?, and an LDL tree 7.
Ensure: An element z = [z, 2] € Rq(k)%.
: if k=1 then
: [+ T .value
50 < s/V T .leftchild

1

2

3

4: s1 < s/+/T -rightchild
5: 21 DZ7t1751
6.

7

8

t6 —to+1l-(t1 —21)
20 < Dzt 50
: return (z = [29,21])
9: (L, To,T1) < (T .value, T .leftchild, T .rightchild)
10: 1 Vk/g(tl)
11: z; « ffSampling(t1,71)
12: z1 + V];/% (Zl)
13: té —to -I-L'I(tl —21)
14: tO < Vk‘/g (to)
15: zg < ffSampling(t(,, 7o)
16: 29 + Vk—/lﬁ (20)
2

17: return (z = [20,21])

Now, we can prove that the distribution of this new sampler has the same properties as the KLEIN
SAMPLER with respect to the Rényi divergence.

Lemma 7 (Relative Error of FFO Sampler). Let n be a positive integer and e € (0,1/4). Then the
relative error of the FFO SAMPLER PreSmp and the lattice A = A(B). ) for any basis B € Z2nx2n,

standard deviation s > n¢(Z?")- || B||g, and arbitrary syndrome ¢ € R, is bounded by

14¢€/2n\*"
< | — — 1~ 2e.
ORE (PreSmp(B,s,(qO)),DA’S) (1 —e/2n) 1~ 2¢

In order to prove this lemma, we show the same intermediate lemma as for the KLEIN SAMPLER
(Lemma 19) by computing the distribution of the FFO SAMPLER. Consequently, since the last part of the
proof is exactly the same as in Corollary 1, the theorem is proved. The vector ¢ denotes (c,0).
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Lemma 21. Let B = (bl, bg) € Q(k)>™ and B= (Bl, 52) be its Gram-Schmidt orthogonalization. The
/

vectors z and t' = (§0> in the first step of ffSampling(t,Tg) satisfy
1

B.(z—t)=B-(z—t).

Proof. The proof is exactly the same as for Lemma 18, as each individual step of ffSampling is basically
the KLEIN SAMPLER, where the calls to the Gaussian sampler over the integers are replaced by recursive
calls. |

Lemma 22. For any basis B € Q(k)?*™, wvector t € Q(k)?, for any z = (20,%1) € R(k)?, and for any
s >ne(Z™)- || Bl g, with the Gram-Schmidt decomposition B = B - L, the probability that ffSampling(t,Tg)

outputs z is exactly
1

ps(B-(t—2))- pe i (Z)

1€[2n]
where

— §;,1; are the parameters of the distributions D, i fmm which the execution of ffSampling — z samples,
in reverse order.

— Tg = fiLDLT(BBY).
Proof. In this proof, will write V =1V, /k and M = M, /k for conciseness. Consider the event E : the output

of ffSampling(t,7g) is exactly (zp,21). We will prove the result inductively:

If £k =1, as the base case of ffSampling is exactly an execution of KLEIN of dimension 2, Lemma 19
concludes.

If k# 1, we denote by Zg,Z1 the random choices made by ffSampling(¢,7g), E occurs if and only if
Zgo = 29 and Zq = z1. We note that

Pr{Z, =z =Pr [V_l(fFSampIing(tl,’Tl)) = 21] , and
Pr[Zo = 20 | Z1 = z1] = Pr [V~ (ffSampling(t{), 70)) = 20] -
Then using the bijectivity of V', we obtain
Pr[E] = Pr[ffSampling(t1,71) = V (21)] - Pr [ffSampling(t(, 7o) = V (20)] -

Now we would like to use the induction hypothesis. Looking at the algorithm fFLDLT we know that Ty and
71 are the results of flLDLT (BTBO) and fFLDLT(BTBl) with By = M(bg) and By = M(bl) where (bg,b1) is
the orthogonalization of B. This allows to use induction hypothesis and write

1

Pr(E] = ps (Bo- (to =V (20))) - ps (B1- (81 = V(21))) - H e (@)
ic[2n] F3irti
The numerator in the above expression is
Ps( to— (20))) - ps (Bl (th —V(21)))

= ps (M( (to) =V (20))) - ps (M(Bl) -(V(t)) =V (=1))) (definition of Bg,By,to and t})
= ps (V ( 0— zo bo)) (V ((t’l —z1)- 51)) (linearity of V and M)
= ps ((to — 20) - bo) - ps ((t} — 21) - b1) (V isometry)
= ps ((to—20) - bo+ (t) —21)-b 1) (orthogonality of by and b; (Lemma 17))
= ps ((to—20) -bo+ (t1 —21) - b1) (Lemma 21)
=ps(B-(t—2)).

The orthogonality of By = (~0) an =M (~1> is inherited from orthogonality of by and by. Indeed,

as bo-b] =0 and M satisfies M (A- B) ( )- M(B), it holds that M (bg)- M (b1)T =0. ]
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Now, we can go back the proof of Lemma 7. As in the proof of Lemma 20, since the intermediate lemmas
are similar, we get

2n
dre (PreSmp(B,s,(¢,0)),Dp ) < (izgz) 1~ %,
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