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Although online reinforcement learning (RL) has shown promise for microarchitecture
decision making, processor vendors are still reluctant to adopt it. There are twomain
reasons that make RL-based solutions unattractive. First, they have high complexity and
storage overhead. Second, many RL agents are engineered for a specific problem and
are not reusable. In this work, we propose a way to tackle these shortcomings. We find
that, in diverse microarchitecture problems, only a few actions are useful in a given time
window. Motivated by this property, we designMicro-Armed Bandit (or Bandit for short),
an RL agent that is based on the low-complexity Multi-Armed Bandit algorithms. We
show that Bandit can match or exceed the performance of more complex RL and non-RL
alternatives in two different problems: data prefetching and instruction fetch thread
selection in simultaneous multithreaded processors. We believe that Bandit’s simplicity,
reusability, and small storage overheadmake online RL more practical for
microarchitecture.

In recent years, machine learning (ML) has received
widespread attention in the architecture community
due to its ability to efficiently model complex pat-

terns, optimize system operation, and adapt to dynamic
workloads. ML has found many applications in proces-
sor microarchitecture, ranging from predictors, pre-
fetchers, and cache replacement policies to resource
management and control.

Reinforcement learning (RL) is a subclass of ML
algorithms that targets action selection problems.
Commonly, an RL agent interacts with its environment
by trying different actions and receiving feedback in
the form of a reward. The goal of the RL agent is tomax-
imize the accumulated reward over the long term. Dur-
ing execution, the RL agent performs both exploration
(i.e., trying new actions) and exploitation (i.e., running
with the best action). Exploration is necessary because
it helps the agent better understand the dynamics of
its environment. The duration of an agent’s interaction
with its environment is called an RL episode.

Compared to traditional ML, online RL eliminates
the need for offline data collection. RL provides better
adaptability and generalizes to environment configura-
tions not encountered before. For these reasons, online
RL is an attractive solution for action selection prob-
lems in microarchitecture.

Hardware agents that employ RL2,7,8 typically
decompose the environment into a set of states,
where the RL agent tries to discover the best actions
that maximize its reward. Such actions cause transi-
tions between states. Although this approach is effec-
tive, it has high complexity as it introduces the need to
track action values and transition probabilities for
many different states. In the resource-constrained
environment of core microarchitecture, this results in
significant storage overhead.

A second shortcoming of most RL agents is that
they are engineered for a specific problem and are not
reusable. Designing, validating, and integrating a new RL
hardware agent in a processor every time a new poten-
tial use case emerges is very costly. In summary, proces-
sor vendors have been reluctant to adopt RL-based
microarchitecture agents due to their high complexity
and lack of reusability.
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To address these problems, our work introduces a
lightweight and reusable hardware RL agent. It is based
on our observation that, in some microarchitecture
decision-making problems, only a small fraction of the
action space is useful in a given time window. We refer
to this property as temporal homogeneity in the action
space. We show that, when this property is present,
the problem can be roughly modeled using a simple RL
model that has a single RL state.

Based on this insight, we explore the effectiveness
of Multi-Armed Bandit (MAB) algorithms,11 which are
the RL flavor with the lowest complexity. Due to their
simplicity, they are especially suitable for decisionmak-
ing in highly area-constrained settings like a process-
or’s pipeline. We design an RL agent that implements
the MAB algorithms in hardware. We call our agent
Micro-Armed Bandit or Bandit.

We showcase Bandit for two decision-making prob-
lems that have sufficient temporal homogeneity in
their action space to be tackled with MABs. First, we
use Bandit to orchestrate simple and widely adopted
non-RL level-2 (L2) data prefetchers, i.e., next-line,
stride, and stream prefetchers. Second, we use Bandit
to control the instruction fetch policy3,12 in simulta-
neousmultithreaded (SMT) processors.

Our evaluation shows that Bandit is able to match
or outperform the performance of state-of-the-art RL
and non-RL agents with a remarkably low storage over-
head of only 100 B. We believe that Bandit’s simplicity,
reusability, and small storage overhead make online RL
more practical for processor microarchitecture.

RL MODELING AND TEMPORAL
HOMOGENEITY
RL Modeling
There are multiple RL problem formulations, which dif-
fer in how they model the environment. They have dif-
ferent levels of complexity. Three of the most important
ones are Markov decision process-based RL (MDP-RL),
contextual bandits (CBs), and MABs.10 The first two
decompose the environment into a large number of
states; the third one uses a single state and, is the one
with the least complexity. The level of complexity of a
formulation is directly correlated with the implementa-
tion complexity of the RL agent in hardware. In this
work, we focus onMABs.

MABs4,11 use a single state tomodel the whole envi-
ronment. Their goal is to identify the single best action
that yields the highest reward while minimizing the
time spent trying suboptimal actions. In contrast to
heuristic-based approaches, MAB algorithms try to bal-
ance exploration and exploitation in a statistically

optimal way. MABs have significantly lower complexity
than MDP-RL and CB because there is a single state
and, therefore, only a single value needs to be tracked
per action. Although MABs’ simplicity makes them
attractive for resource-constrained settings, their appli-
cation to microarchitecture has not been investigated.

Temporal Homogeneity in the Action
Space
MABs can be applied to the microarchitecture domain
if a certain property is present. Consider a scenario
where the same action is repeatedly optimal for a
large-enough time period within an RL episode. We
refer to this property as temporal homogeneity in the
action space. In this case, as the same action is tempo-
rally optimal regardless of the environment’s state, the
whole state space can collapse into a single state. This
property enables the effective use of the simple MAB
RL flavor.

Figure 1 provides an example of a (fully) temporal
homogeneous and a temporal heterogeneous action
space. In the figure, the whole action space consists
of two actions: Ax and Ay. Figure 1(a) shows a fully
temporal homogeneous action space. It shows the
sequence of optimal actions over time for two differ-
ent RL episodes (e.g., the execution of two different
benchmarks). In episode 1, action Ax is always opti-
mal, while in episode 2, Ay is always optimal. On the
other hand, Figure 1(b) shows an environment with a
temporal heterogeneous action space. The optimal
action changes rapidly with time during the same
episode.

F or MABs to be effective for action selection in

a microarchitecture problem, the following

two conditions should be met:

1) The problem must be characterized by tem-

poral homogeneity in the action space. This

means that the same action should be

repeatedly optimal for a large-enough time

period inside an RL episode.

2) The problem must offer adaptation oppor-

tunities. This means that different actions

should be optimal across different RL

episodes or during different phases of the

same RL episode (e.g., across different

benchmarks or across benchmark phases).
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APPLICABILITY OF MABs TO
TWO DIFFERENT
MICROARCHITECTURE
PROBLEMS

As a proof of concept for the applicability of MABs
across diverse microarchitecture decision-making prob-
lems, we focus on two different use cases. These prob-
lems 1) offer adaptation opportunities and 2) are
characterized by sufficient temporal homogeneity to
be tackled withMABs. We briefly describe them next.

Data Prefetching
In data prefetching, it is well known that different pre-
fetching degrees and prefetching offsets work best for
different scenarios. Thus, prefetching offers adaptation
opportunities. However, characterizing the temporal
homogeneity of the prefetching action space requires
identifying the optimal prefetching action at every
point in the program. Unfortunately, this is a nontrivial
task. Consequently, we use as a proxy the actions
taken by Pythia,2 a spatial MDP-RL prefetcher that
shows high performance. Pythia supports 16 different
offsets and four different degrees, for a total of 64
actions. By profiling the frequency of the Pythia actions
in SPEC traces for a duration of 1 billion instructions,
we found that the most selected action in each appli-
cation accounts for 60% of the total selections, while
the second-most selected accounts for 15% of the total
action selections. In other words, for a duration of 1 bil-
lion instructions, 3% of the action space accounts for
75% of the total action selections. Note that the most
selected action is different in each application.

The data suggest that the prefetching action space
has high temporal homogeneity but not a perfect one.
Also recall that MABs cannot distinguish between
environment states (e.g., between cache line addresses
or between PCs). Hence, using an MAB agent to
directly select a single best degree and offset for all
the cache lines would often not work. Instead, we
leverage the following observation: conventional and
widely adopted non-RL prefetchers such as stride and
stream prefetchers can already distinguish between
environment states to some extent. For example, the

PC-based stride prefetcher can concurrently support
different offsets for different PCs. Thus, instead of
using the MAB agent to directly determine the pre-
fetch degrees and offsets, we use it as a coordinator
of various conventional lightweight prefetchers.

SMT Instruction Fetch Thread Selection
An important factor that affects performance in SMT
processors is the policy that determines from which
thread to fetch instructions. In Tullsen et al.,12 different
fetch-priority policies were investigated. The policies give
priority to threads based on different microarchitectural
metrics. For example, branch count prefers to fetch from
threads that have fewer branch instructions in the reor-
der buffer (ROB), while ICount (IC) favors threads with
fewer occupied entries in the instruction queue (IQ).

Choi and Yeung3 introduced an adaptive mecha-
nism for the fetch gating of threads. The mechanism
dynamically sets a per-thread occupancy threshold for
hardware structures using a hill climbing algorithm. If
the occupancy of a thread in the IQ, the integer regis-
ter file, or the ROB exceeds this threshold (which is the
same for all the structures) the thread is fetch gated.
The best threshold is determined by trial epochs,
dynamically increasing the allowed entries for one
thread by d units at the expense of the other threads.
An interesting property of the optimal thresholds is
that they are mostly temporally stable, as shown in
Choi and Yeung.3

In our 2023 symposium paper,5 we adapt both the
fetch-gating mechanism and the fetch-priority mecha-
nism. In particular, we examine different hardware
structures whose high use can trigger fetch gating, and
different priority policies to use for the remaining non-
fetch-gated threads. We refer to the resulting com-
pound mechanism for instruction fetch thread selec-
tion as fetch-priority-gating (PG) policy. We tested 64
of these policies, each with different pipeline struc-
tures affecting fetch gating and/or a different priority
policy for the non-fetch-gated threads, for different
two-threaded SPEC mixes. We observed that different
fetch PG policies work best in different application
mixes. Specifically, a static oracle that predicts the
optimal fetch PG policy for each benchmark mix can
offer speedups up to 30% over the policy proposed by
Choi and Yeung.3 This reveals that SMT instruction
fetch thread selection offers adaptation opportunities,
which can be exploited with MABs.

MAB ALGORITHMS
In MAB algorithms, an arm refers to a specific action
available to the MAB agent, while a bandit step is

FIGURE 1. (a) Temporal homogeneous and (b) heterogeneous

action spaces.
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defined as the time duration for which the agent is idle
waiting to observe the outcome of its previous arm
selection. Further, rstep is the reward received at the
end of a bandit step. For every arm i, two variables are
collected: the average reward ri that previous selec-
tions of this arm have yielded, and the number of times
ni that this arm has been selected in the past.

Figure 2 provides a general overview of an MAB
algorithm. It begins with an initial round-robin phase,
during which all the arms are tried once. The figure
assumes a total of three arms. For each arm i, ri is set
to the rstep received during that arm’s first step, and ni

is set to one. Then, the main phase of the algorithm
begins, which lasts for as long as the agent keeps inter-
acting with the environment. It consists of three basic
functionalities, which depend on the specificMAB algo-
rithm used. Those are nextArm(), which selects the next
arm to be tried; updSels(arm), which updates the num-
ber of selections ni for the currently selected arm i and
potentially other arms; and updRew(rstep), which updates
the reward ri for the currently selected arm i after the
bandit step is over and the rstep has been collected.

In this work, we consider three different MAB algo-
rithms.10 First, we consider �-greedy, which imple-
ments a random exploration. This means that, when it
explores, it does not consider the prior reward or the
selection frequency of different arms. Second, we
consider the upper confidence bound (UCB) algorithm,
which implements an intelligent exploration that
accounts for both past rewards and selection fre-
quencies of different arms. Finally, we consider the
discounted UCB (DUCB) algorithm, which is a UCB
extension that gradually forgets past rewards. Thus,
it is especially useful for dynamic scenarios.

In our 2023 symposium paper,5 we provide full details
of the nextArm(), updSels(arm), and updRew(rstep) func-
tions for the three different MAB algorithms we
consider. In addition, we provide somemicroarchitecture-
inspired modifications to the algorithms that result in
higher performance in practical scenarios.

THE MICRO-ARMED BANDIT
Microarchitecture
We design a lightweight microarchitectural agent that
implements in hardware the three MAB algorithms

discussed earlier. We call the agent Micro-Armed Ban-
dit or Bandit for short. Bandit has a simple microarchi-
tecture, as shown in Figure 3. It consists of two tables,
an arithmetic unit, and some control logic. The two
tables are the nTable and the rTable, and each has as
many entries as the number of arms. For each arm i,

the nTable contains the number of times that i has
been selected so far ðniÞ, while the rTable contains the
current value of its reward ðriÞ: The arithmetic unit
executes the arithmetic operations in the nextArm,
updSels, and updRew functions in hardware.

Figure 3(a) shows the implementation of nextArm.
The hardware reads the nTable and rTable entries for
all the arms, calculates the corresponding potentials,
and picks one arm as the new arm. Then, in Figure 3(b),
Bandit control logic communicates the arm selection
to the controlled entity—in the figure, the L2 data pre-
fetcher or the instruction fetch unit of an SMT core. In
the background, Bandit updates the nTable [Figure
3(c)] according to the logic of function updSels. Note
that, depending on the algorithm, one or potentially all
entries are updated. Once the bandit step is over,
the Bandit arithmetic unit receives the appropriate hard-
ware performance counters, computes the step’s reward
ðrstepÞ, and accumulates it into the rTable entry of the
corresponding arm [Figure 3(d)]. The figure assumes
that the reward is the core’s average instructions per
cycle. This process repeats continuously.

Practicality of the Micro-Armed
Bandit Design
There are three main reasons that make Bandit a prac-
tical addition to CPUs: its low storage overhead, low
latency, and modular design.

FIGURE 2. An overview of theMAB algorithm.

FIGURE 3. The Micro-Armed Bandit microarchitecture. (a) A

next arm selection, (b) communicate arm selection, (c) update

selections, and (d) update reward. PF: prefetcher.
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Bandit has a small storage overhead, which scales
linearly with the number of arms. Assuming that r is
stored using a single-precision floating-point data type
and n is stored using an unsigned integer data type,
the storage overhead per arm is 8 B. For the maximum
number of arms in our evaluation, which is 11, the total
storage overhead is less than 100 B. In comparison,
Pythia, which is an MDP-RL agent, requires 24 KB just
to store its state-action values.

While the bandit step is in progress, the agent can
implement most of the required computations in the
background. We estimate that the resulting latency on
the critical path is only about 50 cycles. This number is
negligible compared to the total duration of a bandit
step in our evaluation, which corresponds to 1000 L2
demand accesses for prefetching and 128 K cycles for
SMT fetch priority and gating policy selection.

Finally, one difficulty preventing the wider use of RL
and ML agents in core microarchitecture is that, typi-
cally, a new agent needs to be designed, validated,
and integrated in the core every time that a new use
case emerges. To overcome this limitation, Bandit is
designed in a modular and reusable manner. We envi-
sion a future-proof design where the core initially
includes a Bandit module for a particular microarchi-
tecture enhancement. In subsequent generations of
processors, the design can be reused for other
enhancements by only changing the architectural
interface of the Bandit module: which specific coun-
ters it should read and which modules it should
actuate on (e.g., the data prefetcher or the cache
controller). There is no need to redesign, revalidate,
or reintegrate the module.

PERFORMANCE EVALUATION
We evaluate Bandit for two distinct use cases. First, we
use it to control the degree and type of a set of light-
weight L2 data prefetchers: next line, stream, and
PC-based stride. Second, we use it to control the fetch
priority and gating policies of SMT threads.

Our simulation-based evaluation across a wide
range of benchmark suites (SPEC, PARSEC, Ligra, and
CloudSuite) suggests that Bandit is effective. In the
data prefetching use case, Bandit slightly outperforms
non-RL prefetchers Bingo1 and multi-lookahead offset
prefetcher9 by 2.3%–2.6%, and attains similar perfor-
mance as the state-of-the-art RL prefetcher Pythia,2

but does so with the dramatically lower storage require-
ment of only 100 bytes.

For the SMT use case, Bandit offers a 2.2% geometric
mean speedup over the fixed policy proposed by Choi
and Yeung3 and a 7% geometric mean speedup over IC.12

FUTURE RESEARCH DIRECTIONS
AND OPPORTUNITIES

We believe that Bandit opens up a variety of future
research directions and opportunities. In our 2023 sym-
posium paper,5 we describe potential Bandit exten-
sions that could trade off a slightly higher storage
overhead for higher performance. In this section, we
outline some additional research directions.

Applying Bandit to Other Use Cases
and Architectures
Bandit’s effectiveness is not limited to data prefetching
and instruction fetching in SMT cores. For example,
Bandit can be used to control, with low overhead, a
hybrid predictor (i.e., a predictor composed of multiple
predictors of different characteristics) for potentially
many microarchitectural mechanisms. Examples are
branch, value, or off-chip load prediction. Further, it
can be used to control, concurrently, multiple micro-
architecturemechanisms, e.g., the combination of data
prefetching and cache power management. Bandit can
inspire researchers to replace heuristic approaches by
the lightweight RL approach of Bandit. In “Guidelines
for Using Bandit in Microarchitecture Problems,” we
give some guidelines for using Bandit in other micro-
architecture problems.

In addition, Bandit is not limited to online decision
making in CPUs. Investigating potential use cases in
GPUs or in domain-specific architectures with configu-
rable knobs6 is an interesting direction.

Discovering New Use Cases
In this work, we present one new microarchitecture
mechanism that can be optimized with RL: the combina-
tion of instruction fetch gating and prioritization in SMT.
Other researchers can adopt Bandit for other microarch-
itecture problems. Bandit can trigger a search for more
opportunities for customization in microarchitecture
problems that have not received attention, due mainly
to the prohibitive cost of high-complexity RL agents.

Formalizing the Design of ML Agents
for Microarchitecture
In this work, we introduce the property of temporal
homogeneity in the action space of microarchitectural
mechanisms such as data prefetching and instruction
fetching. We showed that this property is key to deter-
mining the complexity of RL-based designs. Mecha-
nisms with high temporal homogeneity can be
optimized with a low-complexity RL agent. To the best
of our knowledge, this is the first work that tackles
ML agent design for microarchitecture in a principled
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manner. Our work can inspire analogous principled
approaches for other microarchitecture problem clas-
ses such as classification and modeling. Overall, we
believe that our work can guide researchers to design
new ML-based agents or rethink the design of existing
ones for simplicity.

CONCLUDING REMARKS
In this work, we proposed the Micro-Armed Bandit, the
first microarchitecture design based on MAB algo-
rithms, the simplest form of RL. We introduced the con-
cept of temporal homogeneity in the action space, a

property necessary for tackling microarchitecture
problems with low-cost RL. With a storage overhead of
only 100 B, Bandit can match or exceed the perfor-
mance of more complex RL and non-RL alternatives in
two different problems: data prefetching and SMT
instruction fetch thread selection.

In addition, we provided guidelines for applying
Bandit to other problems, and discussed how our find-
ings can guide the design of future ML agents for
microarchitecture. Overall, we believe that Bandit’s
simplicity and modular design can make online RL
more attractive tomicroarchitects.

GUIDELINES FOR USING BANDIT IN
MICROARCHITECTURE PROBLEMS

H ere we provide guidelines to use Bandit in

microarchitecture problems. We discuss 1) a

method for determining Bandit’s applicability for a

specific problem, 2) practical ways to maximize Bandit’s

performance, and 3) an example of a problem ill-suited

for Bandit.

PREREQUISITES
Initially, the microarchitecture decision-making

problem should be expressed as an RL problem, and its

action space (e.g., the possible combinations of

prefetching degree and offsets for prefetching)

should be defined. After that, a representative set of

traces or simpoints from phases of different bench-

marks should be collected. This set will be used to 1)

characterize the applicability of Bandit and 2) tune

Bandit to maximize its performance. We refer to this set

of traces as the tune set. In our 2023 paper,5 we used

roughly 10% of our traces/simpoints as the tune set.

Finally, we need a state-of-the-art RL or non-RL

decision-making agent for the problem of interest to

assist in assessing the effectiveness of a Bandit-based

solution. We refer to this agent as the baseline agent.

In our 2023 paper,5 we used the Pythia prefetcher2 and

the fixed SMT policy proposed by Choi and Yeung3 as

our baseline agents.

DETERMINING IF BANDIT IS APPLICABLE
TO A MICROARCHITECTURE DECISION-
MAKING PROBLEM
After the action space, tune set, and baseline agent

have been defined, it is time to determine whether

Bandit can be a good choice for the problem of interest.

As explained in the “RL Modeling and Temporal

Homogeneity” section, for Bandit to be a good choice,

the problem should be characterized by temporal

homogeneity in the action space, and it should offer

adaptation opportunities.

Characterizing Temporal
Homogeneity
Characterizing the temporal homogeneity in the action

space of the problem of interest is not trivial because it

would require a perfect agent that selects the optimal

action at every time step. One could observe the actions

of the baseline agent and determine whether they are

temporal homogeneous. If they are, this is an indication

that a Bandit agent could potentially be used as a low-

cost alternative to the baseline agent. Otherwise, one

cannot yet declare that the problem lacks temporal

homogeneity. This is because the baseline agent is not

perfect.

In cases of high but imperfect temporal

homogeneity, one can also consider redefining the

action space. For example, a possible approach is to use

Bandit as a coordinator of lower-level agents or

predictors in the same manner that we used it as a

coordinator of lightweight prefetchers.

Characterizing Adaptation
Opportunities
For Bandit to offer benefits for a given problem,

different arms should be optimal for different

benchmarks or for different phases of the same
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benchmark. In this case, we say that the problem

offers adaptation opportunities.

To determine whether the problem of interest offers

adaptation opportunities, one should execute, for each

trace (or simpoint), as many runs as the number of

actions (i.e., arms) available to Bandit. In each run, a

given arm is applied for the whole duration of the run

(i.e., constant arm run). After all the constant arm runs

are completed, one should identify the arm that

performed the best on average across all traces of the

tune set (i.e., best constant arm). In addition, one can

compute the resulting performance if the best arm for

each trace was selected by an oracle before the run (i.e.,

per-trace arm oracle).

If the performance of the per-trace arm oracle is not

higher than the one of the best constant arm, and

assuming that no phase changes occur during the

execution of a trace, one can conclude that Bandit is

not a good fit for the problem of interest.a In addition, if

the per-trace arm oracle does not outperform the

baseline agent, then Bandit will likely not offer

performance improvements over the baseline agent.

MAXIMIZING BANDIT PERFORMANCE
After deciding to employ Bandit for a microarchitecture

decision-making problem, to get the most out of it, one

needs to choose 1) the appropriate MAB algorithm, 2) an

effectively pruned action space, 3) and appropriate

values for the algorithm hyperparameters (e.g., the

bandit step).

Algorithm Selection
In our experience, DUCB performed better than

�-greedy and UCB in all our use cases. Therefore, we

recommend it as a starting point. Note that MAB

algorithms are an active research topic and we could

not evaluate all possible options in our paper.5 We

leave the evaluation of Bandit with alternative MAB

algorithms for future work.

Arm Pruning
An optimization that we employed to increase

Bandit’s performance is arm pruning. Simply put, we

removed arms that were not expected to contribute

much to the performance at runtime. To achieve this,

we iteratively removed (pruned) one arm and

recomputed the performance of the per-trace arm

oracle. If the pruning of the arm resulted in

performance degradation below a threshold, we

discarded that arm. Otherwise, we reinserted the arm

in the arm pool. Decreasing the number of arms to be

tried at runtime decreases Bandit’s exploration cost

and can boost performance. However, one limitation

of arm pruning is that it is performed based on the

contents of the tune set. Thus, there is the danger of

removing arms that could potentially be very useful in

circumstances not captured in the tune set.

Hyperparameter Tuning
MAB algorithms involve hyperparameters that need

to be set to appropriate values to maximize

performance. They include the bandit step and a

few algorithm-specific parameters (e.g., the

exploration probability � in �-greedy).10 We tuned

the hyperparameters using a simple

multidimensional grid search, performing tune set

runs for each point of the grid (which encodes a

combination of hyperparameter values). An

indicator of the quality of a specific

hyperparameter value set is whether Bandit’s

average performance gets close, or even exceeds,

the one of the per-trace arm oracle.

AN ILL-SUITED PROBLEM FOR BANDIT
To help the reader better understand the limitations

of Bandit, we now give an example of a

microarchitecture problem that is ill-suited for Bandit.

Imagine a scenario where Bandit is used to

determine, for a given cache set, the way that should

be replaced in the event of an eviction. The action

space has as many actions as the number of ways of

the set, and each arm encodes the ID of the way to be

replaced. It is easy to show that this problem is not

characterized by temporal homogeneity. If we

assumed temporal homogeneity, we would repeatedly

select the same way of the set for replacement during

a phase of execution. This would lead to a last-in,

first-out replacement policy, which is known to deliver

subpar performance. It is well known that

determining the optimal way to evict requires

contextual information that conveys future

knowledge (which cache line will be used further in

the future). Thus, using Bandit for this problem is

suboptimal.

aNote that this could change by redefining the action space.
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