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Current Position

University of Michigan Aug 2024 - present
Assistant Professor Ann Arbor, MI, USA
Department of Performing Arts Technology, School of Music, Theatre & Dance
Affiliated Faculty

Department of Computer Science and Engineering, College of Engineering
Department of Electrical and Computer Engineering, College of Engineering
Michigan Institute for Data & Al in Society (MIDAS)

Michigan AI Laboratory

Research Interests

Music generation, music technology, audio synthesis, video editing, multimodal Al

Education
University of California San Diego Sep 2019 - Jun 2024
Ph.D. in Computer Science La Jolla, CA, USA

Advisors: Julian McAuley and Taylor Berg-Kirkpatrick
Dissertation: Generative Al for Music and Audio

University of California San Diego Sep 2019 - Jun 2021
M.S. in Computer Science LaJolla, CA, USA
National Taiwan Normal University Sep 2016 - Jun 2017
Digital Video and Audio Arts Program Taipei, Taiwan
National Taiwan University Sep 2013 - Jun 2017
B.S. in Electrical Engineering Taipei, Taiwan

Selected Honors & Awards

AAAT New Faculty Highlights, Association for the Advancement of Artificial Intelli- 2026
gence (AAAI)

Doctoral Award for Excellence in Research, Department of Computer Science and 2024
Engineering, University of California San Diego

Rising Stars in Al, Al Initiative, King Abdullah University of Science and Technology 2024
(KAUST)

Rising Stars in Data Science, Data Science Institute, University of Chicago and 2023
Halicioglu Data Science Institute, University of California San Diego

IEEE SPS Scholarship ($2,000), IEEE Signal Processing Society 2023

Friends of International Center Fellowship ($2,000), Division of Graduate Education 2023

and Postdoctoral Affairs, University of California San Diego
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mailto:hwdong@umich.edu
https://hermandong.com
https://maps.app.goo.gl/5bs9GWc1Q3g56D6x9
https://smtd.umich.edu/department/performing-arts-technology/
https://cse.engin.umich.edu/
https://ece.engin.umich.edu/
https://midas.umich.edu/
https://ai.engin.umich.edu/
https://cseweb.ucsd.edu/~jmcauley/
https://cseweb.ucsd.edu/~tberg/
https://hermandong.com/pdf/phd_dissertation.pdf
https://aaai.org/conference/aaai/aaai-26/new-faculty-highlights-program/
https://cse.ucsd.edu/graduate/cse-department-awards
https://cemse.kaust.edu.sa/ai/aii-symp-2024
https://datascience.uchicago.edu/research/postdoctoral-programs/rising-stars-in-data-science-2/2023-rising-stars/
https://signalprocessingsociety.org/newsletter/2023/11/congratulations-inaugural-sps-scholarship-recipients
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Rising Stars in Signal Processing, International Conference on Acoustics, Speech, and 2023
Signal Processing (ICASSP)

Interdisciplinary Research Award ($500), Graduate and Professional Student Associ- 2023
ation, University of California San Diego

Postdoctoral Networking Tour in Artificial Intelligence, German Academic Ex- 2023
change Service (DAAD)

AWS Cloud Credit for Research ($2,500), Amazon Web Services 2023

Government Scholarship to Study Abroad ($32,000), Taiwan Ministry of Education 2022 - 2024

J. Yang Scholarship ($25,000), . Yang and Family Foundation 2021 -2022

ECE Department Fellowship ($54,198), Department of Electrical and Computer Engi- 2019 - 2020
neering, University of California San Diego

Funding

PI, Arts Research: Incubation & Acceleration (ARIA) Program, “SuperConductor: 2025 -2026
Towards Playful Human-AI Music Co-creation,” Arts Initiative and Office of the Vice
President of Research, University of Michigan, $25,000

PI, NVIDIA Academic Grant Program, “Teaser Generation for Long Documentaries 2025
and Educational Videos,” NVIDIA, 21,000 A100 GPU hours (est. $86,000 value)
PI, Academic Innovation Fund, “Creative and Artistic use of GenAl for Music,” Center 2025

for Academic Innovation, University of Michigan, $5,000

Publications

Google Scholar ID: tEOa304AAAA] #student mentored *equal contribution
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Weihan Xu”, Yimeng Ma, Jingyue Huang, Yang Li, Wenye Ma, Taylor Berg-Kirkpatrick, Julian McAuley,
Paul Pu Liang, and Hao-Wen Dong, “REGen: Multimodal Retrieval-Embedded Generation for
Long-to-Short Video Editing,” Advances in Neural Information Processing Systems (NeurIPS), 2025.
&0

Weihan Xu#, Julian McAuley, Taylor Berg-Kirkpatrick, Shlomo Dubnov, and Hao-Wen Dong, “Generat-
ing Symbolic Music from Natural Language Prompts using an LLM-Enhanced Dataset,” International
Society for Music Information Retrieval Conference (ISMIR), 2025. & ©)

Haven Kim, Zachary Novack, Weihan Xu, Julian McAuley, and Hao-Wen Dong, “Video-Guided Text-
to-Music Generation Using Public Domain Movie Collections,” International Society for Music
Information Retrieval Conference (ISMIR), 2025. & O

Ilana Shapiro, Ruanqgiangian (Lisa) Huang, Zachary Novack, Cheng-i Wang, Hao-Wen Dong, Tay-
lor Berg-Kirkpatrick, Shlomo Dubnov, and Sorin Lerner, “Synthesizing Composite Hierarchical
Structure from Symbolic Music Corpora,” International Joint Conference on Artificial Intelligence
(IJCAI), A Arts & Creativity Track, 2025. ©

Weihan Xu”, Paul Pu Liang, Haven Kim, Julian McAuley, Taylor Berg-Kirkpatrick, and Hao-Wen Dong,
“TeaserGen: Towards Generating Teasers for Long Documentaries,” International Conference on
Learning Representations (ICLR), 2025. € ©
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https://2023.ieeeicassp.org/rising-stars-workshop/
https://gpsa.ucsd.edu/grad-resources/awards/interdisciplinary-research.html
https://research.umich.edu/arts-research-incubation-acceleration-aria/
https://www.nvidia.com/en-us/industries/higher-education-research/academic-grant-program/
https://ai.umich.edu/academic-innovation-fund/
https://scholar.google.com/citations?user=tEOa3O4AAAAJ
https://arxiv.org/pdf/2505.18880
https://arxiv.org/pdf/2505.18880
https://wx83.github.io/REGen/
https://github.com/wx83/TeaserGen_Official
https://www.arxiv.org/pdf/2410.02084
https://www.arxiv.org/pdf/2410.02084
https://wx83.github.io/MetaScore_Official/
https://github.com/wx83/MetaScore_Official/
https://arxiv.org/pdf/2506.12573
https://arxiv.org/pdf/2506.12573
https://havenpersona.github.io/ossl-v1/
https://github.com/havenpersona/ossl-v1
https://arxiv.org/pdf/2502.15849
https://arxiv.org/pdf/2502.15849
https://github.com/ilanashapiro/stg_optimization
https://arxiv.org/pdf/2410.05586
https://wx83.github.io/TeaserGen_Official/
https://github.com/wx83/TeaserGen_Official
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Daewoong Kim, Hao-Wen Dong, and Dasaem Jeong, “ViolinDiff: Enhancing Expressive Violin Synthe-
sis with Pitch Bend Conditioning,” IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), 2025. (Oral presentation) & ©

Junda Wu, Zachary Novack, Amit Namburi, Hao-Wen Dong, Caron Chen, Jiaheng Dai, and Julian
McAuley, “FUTGA-MIR: Enhancing Fine-grained and Temporally-aware Music Understanding with
Music Information Retrieval,” IEEE International Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2025. &

Jiwoo Ryu, Hao-Wen Dong, Jongmin Jung, and Dasaem Jeong, “Nested Music Transformer: Sequen-
tially Decoding Compound Tokens in Symbolic Music and Audio Generation,” International Society
for Music Information Retrieval Conference (ISMIR), 2024. & ©)

Hao-Wen Dong, Xiaoyu Liu, Jordi Pons, Gautam Bhattacharya, Santiago Pascual, Joan Serra, Taylor
Berg-Kirkpatrick, and Julian McAuley, “CLIPSonic: Text-to-Audio Synthesis with Unlabeled Videos
and Pretrained Language-Vision Models,” IEEE Workshop on Applications of Signal Processing to
Audio and Acoustics (WASPAA), 2023. (Oral presentation) & @

Hao-Wen Dong, Ke Chen, Shlomo Dubnov, Julian McAuley, and Taylor Berg-Kirkpatrick, “Multitrack
Music Transformer,” IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2023. (Oral presentation) & @ O

Hao-Wen Dong, Naoya Takahashi, Yuki Mitsufuji, Julian McAuley, and Taylor Berg-Kirkpatrick,
“CLIPSep: Learning Text-queried Sound Separation with Noisy Unlabeled Videos,” International
Conference on Learning Representations (ICLR), 2023. & @ 0

Ke Chen, Hao-Wen Dong, Yi Luo, Julian McAuley, Taylor Berg-Kirkpatrick, Miller Puckette, and
Shlomo Dubnov, “Improving Choral Music Separation through Expressive Synthesized Data from
Sampled Instruments,” International Society for Music Information Retrieval Conference (ISMIR),
2022. €0

Hao-Wen Dong, Cong Zhou, Taylor Berg-Kirkpatrick, and Julian McAuley, “Deep Performer: Score-
to-Audio Music Performance Synthesis,” IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), 2022. & ©

Hao-Wen Dong, Chris Donahue, Taylor Berg-Kirkpatrick, and Julian McAuley, “Towards Automatic
Instrumentation by Learning to Separate Parts in Symbolic Multitrack Music,” International Society
for Music Information Retrieval Conference (ISMIR), 2021. & @ ©

Sachinda Edirisooriya, Hao-Wen Dong, Julian McAuley, and Taylor Berg-Kirkpatrick, “An Empirical
Evaluation of End-to-End Polyphonic Optical Music Recognition,” International Society for Music
Information Retrieval Conference (ISMIR), 2021. ©

Hao-Wen Dong, Ke Chen, Julian McAuley, and Taylor Berg-Kirkpatrick, “MusPy: A Toolkit for Symbolic
Music Generation,” International Society for Music Information Retrieval Conference (ISMIR), 2020.
£00

Hao-Wen Dong and Yi-Hsuan Yang, “Convolutional Generative Adversarial Networks with Binary
Neurons for Polyphonic Music Generation,” International Society for Music Information Retrieval
Conference (ISMIR), 2018. & @ ()

Hao-Wen Dong* Wen-Yi Hsiao* Li-Chia Yang, and Yi-Hsuan Yang, “MuseGAN: Multi-Track Sequential
Generative Adversarial Networks for Symbolic Music Generation and Accompaniment,” AAAT
Conference on Artificial Intelligence (AAAI), 2018. (Oral presentation) & ©
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https://arxiv.org/pdf/2409.12477
https://arxiv.org/pdf/2409.12477
https://daewoung.github.io/ViolinDiff-Demo/
https://github.com/daewoung/ViolinDiff
https://arxiv.org/pdf/2407.20445
https://arxiv.org/pdf/2407.20445
https://namburiamit.github.io/futga-music.github.io/
https://arxiv.org/pdf/2408.01180
https://arxiv.org/pdf/2408.01180
https://judejiwoo.github.io/nested-music-transformer-demo/
https://github.com/JudeJiwoo/nmt
https://arxiv.org/pdf/2306.09635
https://arxiv.org/pdf/2306.09635
https://salu133445.github.io/clipsonic/
https://youtu.be/YuIJlCi4pNE
https://arxiv.org/pdf/2207.06983
https://arxiv.org/pdf/2207.06983
https://salu133445.github.io/mmt/
https://youtu.be/tAFLkcQWckg
https://github.com/salu133445/mmt
https://arxiv.org/pdf/2212.07065
https://sony.github.io/CLIPSep/
https://youtu.be/kOcvnr-GYBE
https://github.com/sony/CLIPSep
https://arxiv.org/pdf/2209.02871
https://arxiv.org/pdf/2209.02871
https://retrocirce.github.io/cms_demo/
https://github.com/RetroCirce/Choral_Music_Separation
https://arxiv.org/pdf/2202.06034
https://arxiv.org/pdf/2202.06034
https://salu133445.github.io/deepperformer/
https://youtu.be/DeV23I_vOA8
https://arxiv.org/pdf/2107.05916
https://arxiv.org/pdf/2107.05916
https://salu133445.github.io/arranger/
https://youtu.be/-KncOGouAh8
https://github.com/salu133445/arranger
https://arxiv.org/pdf/2108.01769
https://arxiv.org/pdf/2108.01769
https://github.com/sachindae/polyphonic-omr
https://arxiv.org/pdf/2008.01951
https://arxiv.org/pdf/2008.01951
https://salu133445.github.io/muspy/
https://youtu.be/atdHMEuAYno
https://github.com/salu133445/muspy
https://arxiv.org/pdf/1804.09399
https://arxiv.org/pdf/1804.09399
https://salu133445.github.io/bmusegan/
https://youtu.be/r9C2Q2oR9Ik
https://github.com/salu133445/bmusegan
https://arxiv.org/pdf/1709.06298
https://arxiv.org/pdf/1709.06298
https://salu133445.github.io/musegan/
https://github.com/salu133445/musegan
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Yin-Cheng Yeh, Wen-Yi Hsiao, Satoru Fukayama, Tetsuro Kitahara, Benjamin Genchel, Hao-Min Liu,
Hao-Wen Dong, Yian Chen, Terence Leong, and Yi-Hsuan Yang, “Automatic Melody Harmonization
with Triad Chords: A Comparative Study,” Journal of New Music Research (JNMR), 50(1):37-51, 2021.

L0 1 110 (0 o = -

Phillip Long, Hao-Wen Dong, Julian McAuley, and Zachary Novack, “MusPyExpress: Extending MusPy
with Enhanced Expression Text Support,” NeurIPS Workshop on Artificial Intelligence for Music
(AI4Music), 2025.

Ashwin Nagarajan” and Hao-Wen Dong, “The Name-Free Gap: Policy-Aware Stylistic Control in Music
Generation,” NeurIPS Workshop on Artificial Intelligence for Music (AI4Music), 2025. & ©

Ting-Yu Pan*, Kexin Phyllis Ju#, and Hao-Wen Dong, “ACappellaSet: A Multilingual A Cappella Dataset
for Source Separation and Al-assisted Rehearsal Tools,” NeurIPS Workshop on Artificial Intelligence
for Music (AI4Music), 2025.

Haven Kim, Leduo Chen, Bill Wang, Hao-Wen Dong, and Julian McAuley, “Video-to-Music Generation
for Film Production: A Dataset and Framework,” NeurIPS Workshop on Artificial Intelligence for
Music (AI4Music), 2025.

Junda Wu, Zachary Novack, Amit Namburi, Jiaheng Dai, Hao-Wen Dong, Zhouhang Xie, Carol Chen,
and Julian McAuley, “FUTGA: Towards Fine-grained Music Understanding through Temporally-
enhanced Generative Augmentation,” Workshop on NLP for Music and Audio (NLP4MusA), 2024.

Weihan Xu#, Julian McAuley, Shlomo Dubnov, and Hao-Wen Dong, “Equipping Pretrained Uncondi-
tional Music Transformers with Instrument and Genre Controls,” IEEE Big Data Workshop on Al
Music Generation (AIMG), 2023. (AI Music Innovation Award) &

Hao-Wen Dong, Gunnar A. Sigurdsson, Chenyang Tao, Jiun-Yu Kao, Yu-Hsiang Lin, Anjali Narayan-
Chen, Arpit Gupta, Tagyoung Chung, Jing Huang, Nanyun Peng, and Wenbo Zhao, “CLIPSynth:
Learning Text-to-audio Synthesis from Videos using CLIP and Diffusion Models,” CVPR Workshop
on Sight and Sound (WSS), 2023. ¢ @

DeIMO PaAPCYS ... s

Ting-Yu Pan** Kexin Phyllis Ju** and Hao-Wen Dong, “Curating an A Cappella Dataset for Source
Separation,” ISMIR Late-Breaking Demos, 2025. &

Haven Kim, Leduo Chen, Bill Wang, Hao-Wen Dong, and Julian McAuley, “Open Screen Soundtrack
Library Version 2,” ISMIR Late-Breaking Demos, 2025.

Weihan Xu#, Julian McAuley, Taylor Berg-Kirkpatrick, Shlomo Dubnov, and Hao-Wen Dong, “A New
Dataset for Tag- and Text-based Controllable Symbolic Music Generation,” ISMIR Late-Breaking
Demos, 2024. &

Hao-Wen Dong, Wen-Yi Hsiao, and Yi-Hsuan Yang, “Pypianoroll: Open Source Python Package for
Handling Multitrack Pianoroll,” ISMIR Late-Breaking Demos, 2018. & ©

Hao-Wen Dong* Wen-Yi Hsiao* Li-Chia Yang, and Yi-Hsuan Yang, “MuseGAN: Demonstration of
a Convolutional GAN Based Model for Generating Multi-track Piano-rolls,” ISMIR Late-Breaking
Demos, 2017. € O
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https://arxiv.org/pdf/2001.02360
https://arxiv.org/pdf/2001.02360
https://arxiv.org/pdf/2509.00654
https://arxiv.org/pdf/2509.00654
https://artisticstyles.github.io/music-style-control-demo/
https://github.com/artisticstyles/artisticstyles-neurips
https://arxiv.org/pdf/2407.20445
https://arxiv.org/pdf/2407.20445
https://arxiv.org/pdf/2311.12257
https://arxiv.org/pdf/2311.12257
https://goatlazy.github.io/MUSICAI/
https://sightsound.org/papers/2023/Dong_CLIPSynth_Learning_Text-to-audio_Synthesis_from_Videos.pdf
https://sightsound.org/papers/2023/Dong_CLIPSynth_Learning_Text-to-audio_Synthesis_from_Videos.pdf
https://salu133445.github.io/clipsynth/
https://youtu.be/GyHxVS6PZpk
https://hermandong.com/pdf/pan2025acapella_lbd_paper.pdf
https://hermandong.com/pdf/pan2025acapella_lbd_paper.pdf
https://phyllisju.github.io/acappella-demo/
https://hermandong.com/pdf/kim2025ossl2_lbd_paper.pdf
https://hermandong.com/pdf/kim2025ossl2_lbd_paper.pdf
https://hermandong.com/pdf/metascore_ismir2024_lbd_paper.pdf
https://hermandong.com/pdf/metascore_ismir2024_lbd_paper.pdf
https://geniusmusic.github.io/ISMIR2024/
https://salu133445.github.io/pypianoroll/pdf/pypianoroll-ismir2018-lbd-paper.pdf
https://salu133445.github.io/pypianoroll/pdf/pypianoroll-ismir2018-lbd-paper.pdf
https://salu133445.github.io/pypianoroll/
https://github.com/salu133445/pypianoroll
https://salu133445.github.io/musegan/pdf/musegan-ismir2017-lbd-paper.pdf
https://salu133445.github.io/musegan/pdf/musegan-ismir2017-lbd-paper.pdf
https://salu133445.github.io/musegan/
https://github.com/salu133445/musegan
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Hao-Wen Dong and Yi-Hsuan Yang, “On Output Activation Functions for Adversarial Losses: A
Theoretical Analysis via Variational Divergence Minimization and An Empirical Study on MNIST
Classification,” arXiv preprint arXiv:1901.08753, 2019. & ©

Hao-Wen Dong and Yi-Hsuan Yang, “Training Generative Adversarial Networks with Binary Neurons
by End-to-end Backpropagation,” arXiv preprint arXiv:1810.04714, 2018. & ©

Talks
507 Lo I 1 1 <3N

“Towards Al-assisted Video Editing: Generating Shorts from Long Videos,” Embodied Intelligence
Seminar, Computer Science and Artificial Intelligence Lab, Massachusetts Institute of Technology
(MIT), Cambridge, MA, USA, Sept. 12, 2025. @

“Augmenting Human Creativity with Generative Al” ECE Seminar, Department of Electrical and
Computer Engineering, University of Rochester, Rochester, NY, USA, Mar. 5, 2025.

“Empowering Music and Audio Creation with Machine Learning,” AAAI Workshop on Al for Music,
Philadelphia, PA, USA, Mar. 3, 2025.

“Human-Centered Generative Al for Content Creation: Generating Music and Audio with Machine
Learning,” CMSE Colloquium, Department of Computational Mathematics, Science and Engineering,
Michigan State University, East Lansing, MI, USA, Jan. 14, 2025.

“Generative Al for Music and Audio,” CS Colloquium, Department of Computer Science, University of
Missouri-St. Louis, Online, Mar. 7, 2024.

“Learning Text-to-Audio Synthesis from Videos,” Rising Stars in AI Symposium, Al Initiative, King
Abdullah University of Science and Technology (KAUST), Thuwal, Saudi Arabia, Feb. 20, 2024.

“Generative Al for Music and Audio,” CS Seminar, Department of Computer Science, Northwestern
University, Evanston, IL, USA, Nov. 15, 2023.

“Generative Al for Music and Audio,” Rising Stars in Data Science Workshop, Data Science Institute,
University of Chicago, Chicago, IL, USA, Nov. 14, 2023.

“Generative Al for Music and Audio,” DSP Seminar, Center for Computer Research in Music and
Acoustics (CCRMA), Stanford University, Palo Alto, CA, USA, Nov. 10, 2023.

“Learning Sound Separation and Synthesis from Videos using Pretrained Language-vision Models,”
Seminar, Mitsubishi Electric Research Laboratories (MERL), Cambridge, MA, USA, Oct. 30, 2023.

“Generative Al for Music and Audio,” Seminar, Institute of Information Science, Academia Sinica,
Taipei, Taiwan, Sept. 18, 2023. @

“Generative Al for Music and Audio,” Seminar, Department of Computer Science and Information
Engineering, National Taiwan University, Taipei, Taiwan, Sept. 15, 2023. @

“Generative Al for Music and Audio,” Seminar, Graduate Institute of Communication Engineering,
National Taiwan University, Taipei, Taiwan, Sept. 11, 2023. @

“Generating Multitrack Music using Deep Learning,” Seminar, AI Research Center, National Institute
of Advanced Industrial Science and Technology (AIST), Tokyo, Japan, Sept. 12, 2022.

“MusPy: Symbolic Music Processing in Python,” Music + AI Reading Group, Mila and Vector Institute,
Online, Apr. 8, 2022. @
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https://arxiv.org/pdf/1901.08753
https://arxiv.org/pdf/1901.08753
https://arxiv.org/pdf/1901.08753
https://salu133445.github.io/dan/
https://github.com/salu133445/dan
https://arxiv.org/pdf/1810.04714
https://arxiv.org/pdf/1810.04714
https://salu133445.github.io/binarygan/
https://github.com/salu133445/binarygan
https://hermandong.com/pdf/talk_20250912_mit.pdf
https://youtu.be/WcntyKmXP0I
https://hermandong.com/pdf/talk_20250305_rochester.pdf
https://hermandong.com/pdf/talk_20250303_aaai_workshop.pdf
https://hermandong.com/pdf/talk_20250114_msu.pdf
https://hermandong.com/pdf/talk_20250114_msu.pdf
https://salu133445.github.io/pdf/talk_20240307_umsl_cs_colloquium.pdf
https://salu133445.github.io/pdf/talk_20240220_kaust_rising_stars_in_ai.pdf
https://salu133445.github.io/pdf/seminar_20231115_generative_ai_for_music_and_audio.pdf
https://salu133445.github.io/pdf/seminar_20231114_generative_ai_for_music_and_audio.pdf
https://salu133445.github.io/pdf/seminar_20231110_generative_ai_for_music_and_audio.pdf
https://salu133445.github.io/pdf/seminar_20231030_learning_sound_separation_and_synthesis_from_videos_using_pretrained_language-vision_models.pdf
https://salu133445.github.io/pdf/seminar_20230918_generative_ai_for_music_and_audio.pdf
https://youtu.be/dRjT6AYsj7E
https://salu133445.github.io/pdf/seminar_20230915_generative_ai_for_music_and_audio.pdf
https://youtu.be/uY2SGG9c8wA
https://salu133445.github.io/pdf/seminar_20230911_generative_ai_for_music_and_audio.pdf
https://youtu.be/jaja28RzTII
https://salu133445.github.io/pdf/seminar_20220912_generating_multitrack_music_using_deep_learning.pdf
https://salu133445.github.io/muspy/pdf/muspy_marg2022_slides.pdf
https://youtu.be/BvT8-m3Rycc
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“Towards Automatic Instrumentation by Learning to Separate Parts in Symbolic Multitrack Music,” J.
Yang Scholars Symposium, UC San Diego, Online, Sept. 25, 2021. @

“MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation
and Accompaniment,” Music AI Day, Academia Sinica, Taipei, Taiwan, Jan. 3, 2019.

“MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation
and Accompaniment,” Generative Music Informatics Workshop, Hiroshima, Japan, Aug. 20,
2018.

“MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation
and Accompaniment,” Taiwanese Music and Audio Computing Workshop, Taipei, Taiwan,
May 24, 2018.

“MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation
and Accompaniment,” AAAI Seminar, Program Office of AI Research, Taiwan Ministry of Science
and Technology, Hsinchu, Taiwan, Mar. 24, 2018.

B0 o) Y Y

Hao-Wen Dong and Yi-Hsuan Yang, “Generating Music with GANs: An Overview and Case Studies,”
Tutorials of the 20th International Society for Music Information Retrieval Conference (ISMIR), Delft,
Netherlands, Nov. 4, 2019. (3-hour tutorial) & ©

o073 =) o

Kexin Phyllis Ju, Ting-Yu Pan, and Hao-Wen Dong, “AcaMate: Supporting Novice A Cappella Singers
in Iterative Individual Practice,” ACM Symposium on User Interface Software and Technology (UIST),
Busan, Korea, Oct. 1, 2025.

Hao-Wen Dong, “Learning Text-queried Sound Separation and Synthesis using Unlabeled Videos
and Pretrained Language-Vision Models,” Rising Stars in Data Science Workshop, Chicago, IL,
USA, Nov. 14, 2023.

Hao-Wen Dong, “Learning Text-queried Sound Separation and Synthesis using Unlabeled Videos
and Pretrained Language-Vision Models,” Speech and Audio in the Northeast (SANE), Brooklyn, NY,
USA, Oct. 26, 2023.

Hao-Wen Dong, “Empowering Music Creation with Machine Learning,” ICASSP Rising Stars in
Signal Processing Workshop, Rhodes, Greece, June 9, 2023.

Hao-Min Liu, Hao-Wen Dong, Wen-Yi Hsiao, and Yi-Hsuan Yang, “Lead sheet and Multi-track Piano-
roll generation using MuseGAN,” GPU Technology Conference Taiwan (GTC Taiwan), Taipei, Taiwan,
May 30, 2018.
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https://salu133445.github.io/arranger/pdf/arranger_jyss2021_slides.pdf
https://youtu.be/QIG1YM1tw7w
https://salu133445.github.io/musegan/pdf/musegan-musicaiday2019-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-musicaiday2019-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-gmi2018-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-gmi2018-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-tmac2018-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-tmac2018-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-most2018-slides.pdf
https://salu133445.github.io/musegan/pdf/musegan-most2018-slides.pdf
https://salu133445.github.io/ismir2019tutorial/pdf/ismir2019-tutorial-slides.pdf
https://salu133445.github.io/ismir2019tutorial/
https://github.com/salu133445/ismir2019tutorial
https://hermandong.com/pdf/ju2025acamate_uist_paper.pdf
https://hermandong.com/pdf/ju2025acamate_uist_paper.pdf
https://salu133445.github.io/pdf/uchicago_rising_star_poster.pdf
https://salu133445.github.io/pdf/uchicago_rising_star_poster.pdf
https://salu133445.github.io/pdf/clipsep_clipsonic_sane2023_poster.pdf
https://salu133445.github.io/pdf/clipsep_clipsonic_sane2023_poster.pdf
https://salu133445.github.io/pdf/icassp2023_rising_star_poster.pdf
https://salu133445.github.io/musegan/pdf/musegan-gtctaiwan2018-poster.pdf
https://salu133445.github.io/musegan/pdf/musegan-gtctaiwan2018-poster.pdf
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NVIDIA
Research Intern
Deep Imagination Research Group, NVIDIA Research
Advisors: Siddharth Gururani and Ming-Yu Liu
Topic: Controllable audio generation

Adobe
Research Scientist/Engineer Intern
Audio Research Group, Adobe Research
Advisors: Justin Salamon and Oriol Nieto
Topic: Text-to-audio retrieval

Dolby
Speech/Audio Deep Learning Intern
Applied Al Team, Advanced Technology Group
Advisor: Xiaoyu Liu
Topic: Text-to-audio synthesis

Amazon
Applied Scientist Intern
Natural Understanding Team, Alexa Al
Advisors: Wenbo Zhao and Gunnar Sigurdsson
Topic: Text-to-audio synthesis

Sony
Student Intern
Tokyo Laboratory 30, R&D Center
Advisor: Naoya Takahashi
Topic: Text-queried sound separation

Dolby
Deep Learning Audio Intern
Applied Al Team, Advanced Technology Group
Advisor: Cong Zhou
Topic: Music performance synthesis

Yamaha
Research Intern
AI Group, Research and Development Division
Advisor: Keijiro Saino
Topic: Deep learning based synthesizer

Academia Sinica
Research Assistant
Music and AI Lab, Research Center for IT Innovation
Advisor: Yi-Hsuan Yang
Topics: Music generation and deep generative models
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Sep 2023 - Dec 2023
Santa Clara, CA, USA

May 2023 - Sep 2023
San Francisco, CA, USA

Jan 2023 — Apr 2023
Remote

Sep 2022 —-Jan 2023
Sunnyvale, CA, USA

Jun 2022 - Sep 2022
Tokyo, Japan

Jun 2021 - Sep 2021
Remote

May 2019 - Aug 2019
Hamamatsu, Japan

Jul 2017 - Apr 2019
Taipei, Taiwan


https://www.linkedin.com/in/siddgururani/
https://mingyuliu.net/
https://www.justinsalamon.com/
https://www.urinieto.com/about/
https://www.linkedin.com/in/xiaoyu-liu-a734aa31/
https://www.linkedin.com/in/waynezhaowenbo/
https://gunnar.xyz/
https://kotonaoya.wixsite.com/naoya-takahashi
https://www.linkedin.com/in/cong-zhou-93427426/
mailto:keijiro.saino@music.yamaha.com
https://affige.github.io/

Hao-Wen Dong | Curriculum Vitae

Teaching Experience

Courses Taugt ... ... e

Instructor, Generative Al for Music and Audio Creation (PAT 464/564), University of
Michigan

Instructor, Music and AI (PAT 463/563), University of Michigan
Instructor, Creative Coding (PAT 204/504), University of Michigan
Instructor, Music and AI (PAT 498/598), University of Michigan

Instructor, Contemporary Software Techniques in Performing Arts Technology (PAT
514), University of Michigan

Instructor, Generative Al for Music and Audio Creation (PAT 498/598), University of
Michigan

Instructor, Creative Coding (PAT 204/504), University of Michigan

Teaching AssistantsShips ..ot e

Teaching Assistant, ML: Learning Algorithms (CSE 251A), UC San Diego

Teaching Assistant, Principles of Machine Learning: Learning Algorithms (CSE 2514),
UC San Diego

Teaching Assistant, Recommender Systems & Web Mining (CSE 258), UC San Diego
Teaching Assistant, Topics in CSE: Advanced Statistical NLP (CSE 291), UC San Diego
Teaching Assistant, Introduction to Machine Learning (CSE 151A), UC San Diego

TA Lead on Remote Teaching, Recommender Systems & Web Mining (CSE 258), UC
San Diego

Teacher, AMC 8 Training Camp, Kang Chiao International School

L0 Ty o T <

Winter 2026

Fall 2025
Fall 2025
Winter 2025
Winter 2025

Fall 2024

Fall 2024

Winter 2024
Winter 2022

Fall 2021
Spring 2021
Winter 2021
Fall 2020

Fall 2015

“Augmenting Human Creativity with AL” Machine Learning Research Experience (EECS 498), Univer-

sity of Michigan, Ann Arbor, MI, USA, Oct. 7, 2024.

“Al Music and Audio Generation,” Music Class, Taipei Digital Experimental High School, Online,

May 21, 2024.

“Al Concerns of Data Sources for Generative AL” Topic Exploration, Taipei Digital Experimental

High School, Online, Apr. 29, 2024.

Mentoring Experience

Doctoral COmMIMEtEEE ..ot e et ie et

Repolusk Tristan, Graz University of Technology, “SuziAl: Digital Encoding, Optical
Music Recognition, and Stylistic Generation for Song Dynasty Chinese Music in Jiang
Kui’s Baishidaoren Gequ”

Graduate ReSearCh ... ..ot e e

Yuna Lee, University of Michigan
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2025 — present


https://hermandong.com/teaching/pat464_564_winter2026/
https://hermandong.com/teaching/pat463_563_fall2025/
https://hermandong.com/teaching/pat204_504_fall2025/
https://hermandong.com/teaching/pat498_598_winter2025/
https://hermandong.com/teaching/pat514_winter2025/
https://hermandong.com/teaching/pat498_598_fall2024/
https://hermandong.com/teaching/pat204_504_fall2024/
https://hermandong.com/pdf/talk_20251007_umich_mlre.pdf
https://hermandong.com/pdf/talk_20240521_tschool_lecture.pdf
https://hermandong.com/pdf/talk_20240429_tschool_lecture.pdf
https://repository.tugraz.at/publications/h1j4b-1c458
https://repository.tugraz.at/publications/h1j4b-1c458
https://repository.tugraz.at/publications/h1j4b-1c458
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Kexin (Phyllis) Ju, University of Michigan 2025 — present
Ting-Yu Pan, University of Michigan 2025 — present
Leduo Chen, UC San Diego 2025 — present
Erfun Ackley, University of Michigan 2024 - 2025
Weihan Xu, Duke University 2023 -2025
Bryan Rabotnick, University of Michigan 2025
Michael Cella, University of Michigan 2025
Jayeon Yi, University of Michigan 2025
Chris Francis, UC San Diego 2023
Sanjayan Sreekala, UC San Diego 2023

Undergraduate Research ...... ...

Zuchen Li, University of Michigan 2025 — present
Chia Yang, University of Michigan, Explore CS Research Program (ECSR) 2025 — present
Jiaye Tan, University of Michigan 2024 - 2025
Yangfan He, University of Minnesota 2024 - 2025
Oliver Camp, University of Michigan 2025
Wanning Lu, UC San Diego, NSF Early Research Scholars Program (ERSP) 2023 - 2024
Hoang Phan, UC San Diego, NSF Early Research Scholars Program (ERSP) 2023 - 2024
Diego Reyes, UC San Diego, NSF Early Research Scholars Program (ERSP) 2023 - 2024

(08 b o T oLl ) 1N 0 ) 1

WiMIR Mentoring Program, Women in Music Information Retrieval 2022 - present
2025: Binyue Deng
2024: Francesca Ronchini
2023: Julien Guinot
2022: Kavya Saxena

project Tyra Mentoring Program, Taiwanese Young Researcher Association 2021 - present
2024: Yu-chun Lin
2023: Tien Yu Chang, Hao-Cheng Chang, Yun Ho
2022: Than-Shuo Liu, Hou-Chun Liu, Chia-Yuan Hsu
2021: Yen-Chen Shih, Li-Ching Chen, Yu-Chia Chen, Yu-Yang Kao, Yen-Fu Lu

Professional Service

Organizer, ICME Grand Challenge on Academic Text-to-Music Generation, 2026
Organizer, NeurIPS Workshop on Al for Music, 2025

Publication Chair, ISMIR, 2025

Conference Meta-reviewer, ISMIR (2024-)

Conference Reviewer, ISMIR (2020-), NeurIPS (2022-), AIMC (2022-), ICML (2023-), ICLR (2024-2025),
ICASSP (2024-2025), AAAI (2025), NLP4MusA (2024), CHI Late-Breaking Work (2022), ISMIR Late-
Breaking Demos (2021)
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https://aiformusicworkshop.github.io/
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Journal Reviewer, TASLP (2023-2025), EURASIP JASM (2022-2024), TOMM (2023), SoftwareX (2022-2023),
EURASIP JASP (2022), PJS (2022), JOCCH (2022), TISMIR (2022), IEEE Transactions on Games (2020),
Scientific Reports (2020), Neurocomputing (2019)

Book Reviewer, “Generative AI with Python and TensorFlow 2” by Joseph Babcock and Raghav Bali,
Packt Publishing, 2021

Music, Films & Dramas

Bass Singer, NTUChorus 2013 -2017
Producer, “FragMemory”, short film, color, 39min @ 2017
Conductor, NTUEE Concert Choir @ 2017
Student Conductor, NTUChorus 2015 -2016
Student Conductor, NTUChorus Summer Concert, Taiwan National Concert Hall @ @ 2016
Student Conductor, NTUChorus Winter Concert, Taiwan National Concert Hall @ 2016
Bass Leader, NTUChorus 2014 - 2015
Director and Writer, “Eye of Horus”, Sophomore Drama, NTUEE Night @ 2015
Leading Actor, “The Magus”, Freshman Drama, NTUEE Night @ 2014
Music Director, “Lifeis____.”, Graduation album for NKNUSH Class of 2013 @ 2013
Writer, Vocal and Drums, “No longer ever”, Graduation song for NKNUSH Class of 2013
2013 @

— Last updated on Jan 8, 2026 —
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https://www.amazon.com/Generative-AI-Python-TensorFlow-Transformer/dp/1800200889
https://youtu.be/O8fuNQwRGQI
https://youtu.be/53VejvEgKB8
https://youtu.be/44xg8wpnegs
https://youtu.be/PXOSLyuTXCM
https://youtu.be/OJC-KimVijI
https://youtu.be/nDD6-OLKWL8
https://youtu.be/V4wEHgIQMyw
https://youtu.be/sylo_zBc-Ig
https://youtu.be/ENsj98y4iyQ

