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Abstract

Noise, or unwanted sound, is ubiquitous in urban environments. I introduce a new ap-
proach to measuring noise at scale using seismometers and compile the largest publicly
available database of ambient noise. Using a research design leveraging idiosyncratic
variation in electric passenger rail noise exposure, I estimate the impact of noise pol-
lution on infant health. In utero noise pollution exposure harms health at birth. A
2 decibel increase in average noise levels during pregnancy—a small but perceptible
increase—lowers an overall index measure of infant health by 4 percent of a standard
deviation, equivalent to one-third of the Black-White gap in the index. This effect is
driven by nighttime noise, suggesting disruptions to maternal sleep as a main mecha-
nism. Overnight rail services, which account for under 10 percent of overall ridership,
generate an average externality of $14 per trip. In per passenger-mile terms, overnight
rail noise externalities are comparable to rush hour traffic congestion externalities from
private vehicles. Using seismic data and machine learning, I produce a novel map of
noise for the contiguous United States and use this map to assess noise exposure and
costs nationally. Eighty percent of urban residents are exposed to potentially harmful
levels of nighttime noise. I estimate that the cost of noise pollution due to harms
to health at birth is $8.4 billion per year. Urban, Black, and Hispanic Americans
disproportionately bear these costs.
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“When [most economists] are prevented from sleeping at night by the roar of jet planes
overhead [...], are unable to think (or rest) because of the noise and vibration from
passing trains [...], their nerves and mental balance disturbed, they proceed to declaim

about the disadvantages of private enterprise and the need for Government regulation.”
—Ronald Coase, “The Problem of Social Cost,” 1960.

1 Introduction

Noise, or unwanted sound, is a canonical externality. Ronald Coase’s seminal article intro-
ducing the Coase Theorem uses noise as an example 19 times, focusing on noise as a cause of
annoyance, lost productivity, and disturbed sleep (Coase, 1960). The medical literature finds
that short-term noise exposure elevates blood pressure, stress hormone levels, and oxidative
stress, suggesting potential long-term health risks from noise exposure (Munzel et al., 2014).
However, the health impacts, economic costs, and distributional inequities in ambient urban
noise exposure remain poorly understood.

This paper studies the health impacts and economic costs of noise pollution. To do
so, it builds the largest publicly available database of ambient noise in the United States
(US), estimates the effect of noise exposure on health outcomes, assesses the economic cost
and distribution of noise exposure nationwide, and evaluates implications for transportation
policy. I compile seismic data from nearly a thousand seismometers to construct a new
database measuring ambient noise across the country. I combine these data with a research
design exploiting quasi-experimental variation in noise to estimate the effect of in utero
noise exposure on infant health and the resulting economic costs due to changes in infant
mortality risk, healthcare expenditures, and lifetime income. Using seismic data and a
frontier geospatial machine learning foundation model, I produce a map predicting ambient
noise exposure nationally. I use this map to characterize the distribution of noise exposure
across the population and estimate the national cost of noise pollution due to harms to infant
health. Finally, I compare the magnitude of the noise externality to other transportation
externalities and discuss implications for transportation policy.

In utero noise exposure has a large and precisely estimated negative effect on infant
health. A 2 decibel increase in average prenatal noise exposure—equivalent to the dif-
ference in average noise levels between six a.m. and noon, or between a Sunday and a
Tuesday—decreases an index of infant health by 4 percent of a standard deviation, about
one-third of the Black-White gap in the index. The effect is concentrated in overnight ex-

posure, consistent with disruptions to maternal sleep as a main mechanism. Nationally,



urban, Black, and Hispanic Americans experience higher nighttime noise levels than rural
and White populations. I estimate that the national cost of noise pollution due to harms
to infant health is $8.4 billion per year. Expressed per passenger-mile, peak overnight rail
noise externalities are comparable in magnitude to rush hour traffic congestion externalities
from private vehicles.

A key challenge in studying noise pollution is a lack of readily accessible ambient noise
data. I overcome this challenge by using data from seismometers, devices used to measure
vibrations in the Earth’s surface that function similarly to microphones. Seismometers have
captured anthropogenic noise for over a century; seismologists now use these data to mea-
sure human-caused noise from transportation to concerts (e.g., Gutenberg, 1911; Riahi and
Gerstoft, 2015; Caplan-Auerbach et al., 2024). In the absence of a national noise monitor
network, the nearly 1,000 seismometers that continuously record across the US present a po-
tentially useful and untapped trove of data for measuring ambient noise. I compile, process,
and analyze 5 terabytes of publicly available seismic waveform data, creating what I believe
is the first large-scale database of seismic noise for use outside seismology.

To estimate the causal effect of noise on health, I exploit quasi-random variation in
exposure to noise from electric rail systems in four major California urban areas: Los Angeles,
Sacramento, the San Francisco Bay Area, and San Diego. Electric trains are a major urban
noise source, but unlike freight trains, road traffic, or aircraft, they do not emit local air
pollution, allowing me to isolate the health effects of noise from the effects of air quality.
These subway and light-rail passenger lines operate predictable, high-frequency service across
densely populated neighborhoods——over 2.5 million infants were born between 1999 and
2021 to mothers living within 5 km of an electric rail line, nearly a quarter of all infants
born in California over the same period. I combine hourly wind-direction data with detailed
geospatial information on rail lines to measure excess in utero noise exposure as the share
of pregnancy spent downwind of a line, building on theoretical and empirical results from
the acoustics literature showing that wind increases sound propagation downwind. The
outcome data are drawn from confidential administrative records on the universe of California
births between 1999 and 2021, which include rich measures of health at birth such as birth
weight, gestation length, and Apgar scores; parental demographics; and maternal residence
addresses.

I provide several tests supporting the validity of this research design. First, seismome-
ters register higher noise levels on hours when they are downwind of an electric rail line,
confirming that wind direction is a major source of short-run variation in noise exposure.
Second, air pollution measures from US Environmental Protection Agency (EPA) air quality

monitors are uncorrelated with the downwind measure, providing evidence that the research



design is able to separate changes in noise from changes in air pollution. Third, fixed ma-
ternal characteristics are uncorrelated with the share of the pregnancy spent downwind of a
line, conditional on census block and year by month fixed effects, suggesting that the noise
exposure measure is not confounded by omitted household characteristics.

I translate health impacts into monetary terms using existing estimates linking poor
health at birth to higher medical costs and lower lifetime income. I value increased mortality
risk via the value of a statistical life. The social cost of the harms to infant health caused by
electric rail noise in California is $136 million per year. Because the effect is concentrated
in overnight noise——and nighttime passengers account for only about 8 percent of total
ridership——this implies a large per-trip externality of $14. Using the estimated relationship
between downwind status and noise levels and methods from the heterogeneous two-sample
instrumental variables literature (Angrist and Krueger, 1992; Zhao et al., 2019), I estimate
that the marginal cost of a 1 decibel (2.5 percent) increase in average in utero noise exposure
is just under $2,800 per infant.

To assess transportation policy implications, I calculate hourly externalities per passenger-
mile for trains, buses, and cars due to noise and traffic congestion. Congestion provides a use-
ful benchmark as it represents the largest externality in the transportation literature (Parry
and Small, 2009). During overnight hours, the external cost of noise per passenger-mile is
comparable to rush hour congestion externalities from private vehicles. Two mechanisms
drive this result: high noise emissions from rail and low background noise during overnight
hours combine to cause large marginal noise increases, and ridership during these hours is
sparse, yielding high external costs per passenger-mile. These findings add nuance to classi-
cal results in the transportation policy literature that consistently identify rail subsidies as
welfare-improving (Parry and Small, 2009; Barwick et al., 2024; Almagro et al., 2024).

Finally, I combine the noise data with a geospatial foundation model developed by Google
DeepMind (Brown et al., 2025) to produce a new map of average noise exposure across the
contiguous US.! This model achieves predictive performance an order of magnitude higher
than that of the U.S. Department of Transportation’s existing map, as measured by the out-
of-sample R? between predictions and observed noise levels. The resulting estimates reveal
substantial inequality in noise exposure: block groups with above-median Black or Hispanic
populations are exposed to 10-20 percent more noise than those with below-median shares.
A vast majority (80 percent) of urban residents are exposed to nighttime noise levels that

could disrupt their sleep.

!'Foundation models are frontier machine learning models pre-trained on large amounts of data to perform
a range of tasks, in contrast so specialized, task-specific machine learning models Google (2025). Large
language models such as ChatGPT and Google Gemini are examples of foundation models.



Related literature

This paper provides a credible quantification of the health effects of noise. Foundational
work in empirical environmental economics measured greenhouse gas, air, and water pol-
lution externalities (e.g., Mendelsohn et al., 1994; Chay and Greenstone, 2003; Keiser and
Shapiro, 2019a), spawning large literatures across subfields of economics. Noise pollution
has received little attention despite being a similarly ubiquitous externality.

While existing observational studies estimate cross-sectional correlations between health
outcomes and noise exposure, omitted variable bias concerns limit the credibility of these
estimates (e.g., Gehring et al., 2014; Smith et al., 2020; Roswall et al., 2021; Thacher et al.,
2022; Jephcote et al., 2023). Combined emission of noise and air pollution is a first-order
concern given the well-established negative health consequences of air pollution exposure and
the fact that most major noise sources, including road traffic and airplanes, also emit air
pollution (e.g., Chay and Greenstone, 2003; Currie and Walker, 2011; Deschénes et al., 2017;
Deryugina et al., 2019). Even in the absence of correlated changes in air pollution, households
may sort in response to noise and correlated neighborhood characteristics, introducing bias
to cross-sectional comparisons that fail to account for systematic differences between louder
and quieter places.

Prior research in economics has studied short-term noise exposure in a lab-in-the-field
setting, showing that noise reduces factory worker productivity and cognitive function (Dean,
2024). Other studies have measured the impacts of airliner flight paths and road noise on
infant health, crime, and home prices (Argys et al., 2020; Hener, 2022; Allroggen et al.,
2025; Moretti and Wheeler, 2025), though these likely capture the joint impacts of noise and
air pollution (Hudda et al., 2014; Schlenker and Walker, 2016; Du and Taylor, 2024). The
present analysis isolates variation in noise pollution from variation in air pollution, allowing
estimation of the effect of noise alone.

Beyond environmental economics, I believe this study is the first to document a plausibly
causal relationship between noise pollution and health at birth. A large literature documents
the causes and consequences of infant health. Many studies have measured impacts of in
utero economic, social, and environmental conditions on health at birth (e.g., Chay and
Greenstone, 2003; Currie, 2009; Almond and Mazumder, 2011; Currie and Walker, 2011;
Hoynes et al., 2015; Currie et al., 2013, 2022), and another demonstrates the long-term
consequences of poor infant health for human capital accumulation and earnings (Almond
et al., 2005; Almond, 2006; Black et al., 2007; Maccini and Yang, 2009; Figlio et al., 2014;
Isen et al., 2017; Almond et al., 2018; Bharadwaj et al., 2018). This study introduces
a new environmental channel through which in-utero conditions affect fetal health—and,

consequently, long-run economic outcomes.



The remainder of the paper proceeds as follows: Section 2 gives brief background on
noise pollution; Section 3 describes the data; Section 4 introduces the empirical framework
for estimating the effect of noise on infant health; Section 5 presents the results, including
the impact of noise on health, the costs of noise pollution due to harms to infant health,
and implications for transportation policy; Section 6 develops the machine learning model

of noise exposure and describes noise exposure and costs nationally; Section 7 concludes.

2 Background: What is Noise Pollution?

Noise pollution is defined as unwanted sound (Miinzel et al., 2024). This definition has two
equally important components. The first is purely physical: sound is an energetic vibration
propagated via acoustic waves through air and other mediums. The second part, that to
qualify as noise pollution a sound must be unwanted, is more psychological: one person’s
late-night dance party might be their neighbor’s noise pollution. Concerts, sports games,
and even schoolyards during recess are all examples of sound sources that can be desirable to
those producing and directly experiencing the sound, but might be considered noise pollution
by others nearby who experience it merely as an interruption or distraction. Other sources
of sound, such as transportation noise (e.g., the sound of trucks on a highway), may be
undesirable to all those who experience it, but costly to abate. In this paper, I use the terms
“noise” and “noise pollution” interchangeably.

Randomized lab studies have documented physiological responses to short-run noise ex-
posure, finding that the body has a stress response to noise. Noise exposure, especially
during the nighttime, causes increases in blood pressure, stress hormone levels, and ox-
idative stress, reducing sleep quality and quantity (see Munzel et al., 2014, for a review).
Several lab studies have gone a step further and investigated the effect of nighttime noise
exposure on both sleep and measures of wellbeing and productivity in subsequent days. For
example, Elmenhorst et al. (2010) find nighttime noise exposure reduces reaction times and
short-term memory the following day. In a related economics study, Dean (2024) randomly
exposed Kenyan textile workers to increased noise during work, finding that increased noise
reduced worker productivity and cognitive function.

The negative physiological effects of noise begin below perceptive thresholds. For exam-
ple, (Basner et al., 2006) found that noise negatively affected sleep even in study subjects
who did not recall their sleep being disturbed by the noise.

There is some evidence that the body habituates over time to nighttime noise exposure,
reducing the probability of awakening. However, adaptation is not complete: the effects of

noise on heart rate and blood pressure do not appear to attenuate with repeated exposure



Basner et al. (2011). This suggests that long-run noise exposure may have negative health
effects, even if those exposed are not acutely aware of the noise.

Policymakers have sought to control noise pollution since at least 44 BCE, when Caesar
banned wagons from entering Ancient Rome at specific times of day due to the noise they
made; during the US constitutional convention, in 1787, the framers had dirt spread over
Philadelphia’s cobblestone streets to muffle the sound of passersby (Johnson et al., 2003;
National Archives, 2015). Three major noise sources in modern contexts are trains, planes,
and cars. Other noise sources include construction, outdoor air conditioning units, eletrical
substations, and industrial plants (National Academy of Engineering, 2010).

Noise regulation is virtually nonexistent in the US.? Congress passed the Noise Control
Act in 1972, the same year it passed the Clean Water Act and nine years after passing
the Clean Air Act. While the Clean Air and Clean Water Acts are cornerstones of US
environmental regulation and have been the subject of detailed study (Currie and Walker,
2019; Keiser and Shapiro, 2019b), the Noise Control Act has languished in obscurity. In
1982, the Reagan administration defunded the Environmental Protection Agency (EPA)’s

Office of Noise Abatement and Control, effectively ending federal noise regulation in the US.

3 Data

3.1 Noise Data

There are no large-scale efforts to measure noise exposure in the US. The EPA maintains
national sensor networks measuring air and water pollution, ensures consistent measurement
standards, and makes the resulting data readily available to the public. In contrast, noise
monitoring is ad hoc and haphazard: different jurisdictions operate their own small noise
monitor networks with little if any coordination. For example, in Santa Clara County,
California, the San Jose Mineta International Airport operates a network of 11 noise monitors
directly under the airport’s landing and takeoff flight paths, while the neighboring cities of
Santa Clara and Sunnyvale operate networks of four monitors each. Santa Clara’s monitors
are clustered near Levi’s Stadium, where the San Francisco 49ers NFL team plays, while
Sunnyvale’s are scattered throughout the city and primarily report noise from the San Jose
airport and Moffett Federal Airfield, a joint military-civil airport abutting Sunnyvale to the
North. Even though each jurisdiction operates noise monitors for similar reasons—and even

to track noise from the exact same sources—there appears to be little data sharing between

2In contrast, other wealthy countries have extensive noise regulation. For example, Europe’s Environmental
Noise Directive requires all member countries to assess noise exposure and develop noise mitigation plans
for all major roads, railways, and airports, as well as for all agglomerations of 100,000 people or more.



Figure 1: California Electric Rail Lines, Seismometers, Air Quality Monitors, and Weather
Stations
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Notes: The map shows the locations of electric rail lines, seismometers, air quality monitors, and weather
stations in my analysis sample. I keep rail lines shown in solid teal for the main analysis. I drop underground
rail lines and rail lines that are co-located with a highway. These are shown as dotted and dashed lines,
respectively. A 5 km buffer around all rail lines is shown in light gray. Seismometers and EPA air quality
monitors within 5 km of any electric rail line are marked by orange circles and pink triangles, respectively.
Weather stations recording wind data within 10 km of either a rail line, a seismometer, or an air quality
monitor are marked by light gray diamonds. Panels are not shown to scale; see scale bars in the top right of
each panel.

the jurisdictions, and historical data is not made available to researchers or policymakers.
Imperfect models of noise exposure take the place of direct noise measurement in many
applications. Modeled noise estimates suffer from significant measurement error due to
simplifying assumptions. In the US, the main noise model for the US is the National Trans-
portation Noise Map, developed by the US Department of Transportation. The model makes
drastic simplifying assumptions, including ignoring topography and buildings and assuming

all ground cover absorbs noise. The model is not validated using direct noise measurement.



Figure 2: Seismometers in the Continental US

Notes: The map shows the locations of the 975 seismometers that were recording continuously across the
US in 2018.

For these reasons, the Web page hosting the National Transportation Noise Map reads, “[the

National Transportation Noise Map] is intended for the tracking of trends and should not

be used to evaluate noise levels in individual locations and/or at specific times” (Bureau of

Transportation Statistics, 2022, formatting in original). In many studies, researchers simul-
taneously rely on modelled air pollution and noise exposure (e.g., Gehring et al., 2014; Smith
et al., 2020; Thacher et al., 2022). Measurement problems may be particularly pernicious
in these cases, as models of noise and air pollution transport often take the same variables
as inputs, such as the amount, composition, and proximity of road traffic, and omit other
variables, which could lead to correlated errors (Munzel et al., 2014). Appendix B.1 further
discusses measurement issues in the National Transportation Noise Map and other noise

models.



3.1.1 Using Seismometers to Measure Noise

To overcome the absence of data on ambient noise exposure, I turn to measurements from
seismometers.” Seismometers, which are designed to measure the ground’s vibration (includ-
ing earthquakes), consist of a suspended mass and a housing which is fixed to the ground.
When the ground shakes, the housing moves relative to the mass. The monitor measures
quantities such as the displacement, velocity, and acceleration of this movement to quantify
the strength of the ground’s shaking.

The way seismometers measure waves is analogous to the way microphones measure them.
Microphones contain a diaphragm inside a fixed housing, and measure waves by measuring
the movement of the diaphgram caused by the changes in pressure due to the wave. Indeed,
the component of a seismometer that directly measures vibrations is called a geophone,
reflecting similarity to microphones. Figure 1 is a schematic illustrating this similarity.

When sound waves moving through the atmosphere come into contact with the ground,
they cause vibrations which may be detectable by seismometers. Empirically, seismologists
have observed human noise sources such as traffic in seismic records since the early 20th
century (Gutenberg, 1911). Recent studies have demonstrated that seismometers capture
noise from traffic, public transportation, and sports games, documented overall noise re-
ductions during COVID-19 lockdowns, and even identified specific songs played at a nearby
Taylor Swift concert (Denton et al., 2018; Lecocq et al., 2020; Riahi and Gerstoft, 2015;
Caplan-Auerbach et al., 2024).

Seismologists largely view “seismic noise” caused by humans as a nuisance, impeding
the study of natural phenomena such as earthquakes and gravitational waves (Lecocq et al.,
2020). In the absence of data measuring environmental noise directly, however, seismome-
ters can provide a valuable record of noise exposure: there are thousands of seismometers

recording continuously around the world.

3.1.2 Seismic Data Sample Selection and Processing

I gather two samples from the global seismic record. First, I gather all publicly available
data from monitors within 5 km of an electric rail line in California between 1999 and 2021.
Second, in ongoing work, I gather data from all monitors in the US in 2018.* T use these

data to assess average noise pollution exposure in the US. For both samples, I require each

3Seismometers are also referred to as seismometers and seismographs. While these can refer to different
components of instruments used to measure and record ground motion, the terms are often used inter-
changeably.

41 focus on 2018 data for US-wide measurement to match the timing of the satellite imagery I use to train
my machine learning model predicting average noise levels across the US.

10



monitor to record continuously for at least one month of the desired period and that the
data be publicly available.

Publicly available seismic data come from two main sources: networks of seismometers
operated by governments and academic institutions for research and earthquake monitor-
ing, and single monitors belonging to schools, museums, or private individuals. Data from
both sources are automatically uploaded to a public online repository. The repository is
maintained by the International Federation of Digital Seismograph Networks (FDSN), a
non-governmental organization with member institutions in over 50 countries. In addition
to providing access to seismic data, FDSN maintains standards for the quality and format
of seismic data. FDSN data are the backbone of rapid earthquake response and tsunami
warning efforts and are widely used in seismologic research (Suarez et al., 2008). I program-
matically accessed FDSN metadata to identify seismometers and download one file per day
per seismometer, resulting in an archive of one million files measuring 5.4 terabytes.

Figure 1 maps the locations of the California seismometers and Figure 2 maps the loca-
tions of the 1,837 seismometers across the US I use data from. Each of the four metropolitan
areas | focus on in my main empirical analysis has at least one seismometer; three out of the
four have 10 or more. Seismometer locations across the country are primarily determined
by seismological factors. For example, seismometers are clustered in seismically active areas
such as California and Oklahoma. In some cases, seismometers are densely clustered, such as
along the border between Massachusetts and Connecticut, reflecting research efforts to study
the Earth’s outer shell in a specific geographic area. In other cases, seismometers are placed
near population centers to measure seismic risk to people and their homes. Individually
owned monitors are typically placed in private homes, or in schools, museums, community
centers, and other locations where they are used for science education.

I use signal processing methods developed by seismologists to process raw waveform
data into a dataset of hourly average noise levels at each seismometer’s location. Appendix
C.1 offers details and equations; I summarize the methods here. Raw seismic data are
a time series of waveforms measuring ground motion at a high frequency, typically 100
observations per second. To calculate hourly average noise for each monitor, I estimate a
power spectral density of the seismometer’s vertical displacement for each one-hour period
in the data. This provides an empirical distribution of the amount of energy measured at
each frequency. I focus on noise at frequencies between 4.0 and 20.0 Hertz, corresponding
to the frequencies of anthropogenic noise sources documented in the seismology literature
(Bonnefoy-Claudet et al., 2006). I then integrate the empirical distribution to obtain the
mean squared displacement of the seismometer during the hour. The square root of this

quantity is the root mean squared displacement d measured by the seismometer.
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3.1.3 Validating the Use of Seismometers for Measuring Noise

I conduct two empirical exercises to validate the use of seismometers for measuring noise
pollution, building on findings from the seismology literature that seismometers capture
anthropogenic noise sources. First, I conduct a case study of a location where a seismic noise
monitor and a microphone noise monitor are nearly co-located. I use temporally matched
hourly data from a microphone monitor and a seismometer located approximately 500 m
apart in Foster City, California. The seismic data are publicly available. The microphone
data are collected by the San Francisco International Airport; I obtained the data for January
2023 via a request to the Airport. While a full investigation of the relationship between
seismic noise measures and microphone noise measures would require long-term co-located
measurements of seismic and microphone noise at a variety of locations, this analysis offers

suggestive evidence.

Figure 3: Comparison of seismic and microphone noise measures

~
(O]

—_ 65 4
’<‘ Pearson correlation coefficient: 0.77
g 70
Q )
C 60_
5 : Mq\‘.
o [ Y
° s
9601 2 |
S 2 55
> )
2 551 <
e 2
35 >
© 50 2.
0] o 50
c 3
5 45 o
2 E
> 45 A
5 40 —e— Microphone
:(:) Seismometer
3541 : . . . . . . . :
40 50 60 70 IS 1S € IS € I € €
Hourly noise measured by seismometer (dB) ﬁ g g g ff nf"- g— o‘-;’-
— —
Hour of Day

Notes: The figure shows comparisons of seismic and microphone noise measures using hourly data from
January 2023. Microphone data come from a noise monitoring station operated by the San Francisco
International Airport. Seismic noise data come from a RaspberryShake seismometer located about 500 m
away. Both monitors are in Foster City, California. The left panel shows a scatter plot and regression line of
the base-10 logarithm of hourly seismometer displacement, in nanometers (nm) on the x-axis, and audible
sound level, in decibels (dB), on the y-axis. The right panel shows means and 95% confidence intervals for
the noise levels in each hour of the day for the month. The teal series corresponds to microphone noise, with
units on the left axis. The orange series corresponds to seismic noise, with units on the right axis.
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Figure 4: Within-Day and Within-Week Noise Patterns
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Notes: The figure plots the mean and 95% confidence interval of noise levels at each hour of the day across
all monitors in my sample. I take logs then normalize the noise level before calculating means.

Figure 3 summarizes the case study. The left panel shows that hourly seismic and micro-
phone noise are positively linearly correlated, with a Pearson correlation coefficient of 0.77.
The right panel shows that the magnitude and pattern of the within-day variation in both
measurements is similar. Noise levels are low overnight, reaching their lowest point in the 3
a.m. hour, and are elevated during the day, staying relatively constant between 7 a.m. and
7 p.m. before falling again.

I complement this case study by investigating patterns in the full sample of seismic noise
data. While I do not have co-located microphone measures for each location, observing
similar patterns to those in Figure 3 provide evidence that the seismic noise measurements in
my full sample similarly reflect the measurements that would be captured by a microphone.
The left panel of Figure 4 plots the average hourly noise across all seismometers in my
sample. As in Figure 3, seismic noise follows a strong diurnal pattern. Noise levels are at
their lowest in the early morning hours, then rise gradually between 4 and 8 am, and remain
elevated until 5 pm. They then decline gradually over the course of the evening and into the
night. Seismic noise also follows an intuitive weekly pattern, which is plotted in the right
panel of Figure 4. Average daily noise is higher on weekdays than on weekends, with the

highest values on Tuesday, Wednesday, Thursday, and Friday. Saturday and especially are
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significantly quieter.

3.2 Outcome Data: Infant Health

I focus on health at birth for three reasons. First, health at birth is an important determinant
of early- and later-life health, medical spending, educational attainment, and economic well-
being (e.g., Black et al., 2007; Currie, 2009; Figlio et al., 2014). Social policies including
Medicaid and the Women, Infants, and Children program directly target and evaluate their
effectiveness on infant health outcomes, reflecting the importance policymakers place on
these outcomes. Second, a pregnancy is a well-defined exposure period over which to assess
the impact of noise on health. I measure in utero noise exposure, and health outcomes are
measured at precise end of the look-back period. Third, data on infant health outcomes
are consistently tracked for large populations over long periods. In this study, I use data
on the universe of births in California between 1999 and 2021. I obtain these data from
California vital statistics files accessed from the California Department of Public Health via
a research data request.” The vital statistics database contains measures of infant health
such as gestation length, birth weight, and Apgar scores, rich parental characteristics, and
mothers’ home addresses.

Noise, like other in utero shocks, could potentially affect many birth outcomes. Canoni-
cal studies in the fetal origins literature have focused on birth weight (Almond et al., 2005),
although more recent work has examined a wider range of outcomes, such as Apgar scores,
congenital anomalies, delivery complications, fetal death, gestation length, neonatal intensive
care unit admissions, and sex ratios, among others (see Almond et al., 2018, for a review).
The wide range of outcomes of potential interest introduces both statistical and expository
challenges: a researcher studying many outcomes should adjust p-values to account for mul-
tiple hypothesis testing; displaying and synthesizing results across many outcomes succinctly
is difficult or impossible. To avoid these issues, I focus primarily on an infant health index,
which T construct following methods from the multiple inference literature (Anderson, 2008;
Kling et al., 2007), as is common in the recent infant health literature (Aizer and Currie,
2014; Currie et al., 2017, 2022). In addition to solving statistical and expository issues, using
the index maximizes my statistical power. Intuitively, if noise marginally affects a wide range
of outcomes, parameters from a model where an index of those outcomes is on the left-hand
side will be more precisely estimated than parameters from models where each outcome is
considered separately (Anderson, 2008).

I construct the infant health index by taking a weighted average of birth weight, an

Vital statistics records prior to 1999 did not include mother’s addresses, which I need to accurately map
noise exposure to pregnancies. I therefore do not use data on births occurring before 1999.

14



indicator for low birth weight (birth weight less than 2500 grams), an indicator for very low
birth weight (birth weight last than 1500 grams), an indicator for preterm birth (gestation
less than 37 weeks), an indicator for very preterm birth (gestation less than 34 weeks), an
indicator for whether the infant died, and 5- and 10-minute Apgar scores. The weights
are given by the inverse of the covariance matrix of the outcomes after transforming the
outcomes by standardizing them and changing their signs so that the positive direction
always indicates a “better” outcome. Further details on the construction of the index are in
appendix section C.2.1. Appendix table 12 reports the weights. I also report impacts on each
of the components of the infant health index. Because Apgar scores are only available from
2007 on, the infant health index is defined for the universe of births in California between
2007 and 2021.

The California vital statistics data allow me to observe other information pertaining to
each birth in addition to measures of the infant’s health at birth. Most importantly, I observe
the mother’s residential address, which I use to assign noise exposure. I also observe maternal
demographics, such as age, race, and educational attainment. Appendix C.2.2 details how I
clean the data and construct covariates.

To investigate how the main analysis sample compares to the overall California popula-
tion, Appendix Table 2 reports the means and standard deviations of key health outcomes
and maternal demographic characteristics. Column (1) reports statistics for births in the
main analysis sample, within five km of an electric rail line in California. Column (2) reports
statistics for California births outside the main analysis sample. Column (3) reports the dif-
ferences between the in sample and out of sample means divided by the variable’s standard
deviation in the full sample. Panel A describes birth outcomes. These are quite similar
across both the in sample and out of sample populations, differing by no more than 3.4%
of a standard deviation. Panel B describes maternal characteristics, which differ somewhat
more between the in-sample and out-of-sample groups. The share of Black mothers has the
largest standardized difference of just under 20%, reflecting the fact that most of California’s
Black population is urban. Conversely, the share of Hispanic mothers is lower in the analysis
sample, reflecting the large rural Hispanic population in California. Other variables differ

only modestly between the analysis sample and the remainder of the population.

3.3 Other data sources

Rail lines and highways. [ obtain spatial data on rail lines from OpenStreetMap, an open-
source geographical database maintained by volunteer contributors. I observe the locations

of all rail lines, whether they are electrified, and what segments are underground. I also
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gather opening dates and operating hours for each electric rail line segment in California.
Spatial data on the locations of highways comes from the National Highway System. I use
these data to identify rail segments that are co-located with highways. Appendix C.3.1
details how I compile and validate these data.

I focus on interstate and non-interstate highways as well as highways in the Department
of Defense’s Strategic Highway Network. To identify highways that are co-located with rail
lines, I create 50 m buffers around each highway and rail line segment, and label any rail
line segment overlapping more than 10% of its area with any buffered highway segment as
coincident with a highway.

Figure 1 maps California’s electric rail lines and notes which rail segments are under-
ground or co-located with a highway. There are six major electric rail systems in California:
Bay Area Rapid Transit, Los Angeles Metro Rail, Sacramento Regional Transit Light Rail,
San Diego Metropolitan Trolley, San Francisco Muni Metro, and Valley Transit Authority
Light Rail (serving the southern Bay Area, including San Jose).® All are passenger light rail
or mass transit systems. There are 1,270 km of electric rail in California, of which 320 km
(25%) are co-located with highways and 190 km (15%) are underground. The remaining 760
km (60%) define the geographic focus of my main analysis.

Weather. Hourly temperature and precipitation come from ERA5-Land, a standard gridded
reanalysis weather dataset with 0.1 degree (=~ 11 km) resolution (Mufnioz-Sabater et al.,
2021). ERA5-Land has been found to perform similarly to higher resolution data such as
PRISM in econometric analyses.” However, analyses of ERA5-Land and ERA5’s accuracy
for near-surface winds have found large and systematic discrepancies between the reanalysis
model’s predictions and wind observations, particularly in rugged terrains (Ramon et al.,
2019; Gualtieri, 2021; Gadal et al., 2022). I therefore turn to weather station data to measure
wind. I access hourly wind direction and speed data from weather station data via the
Synoptic Weather API, which harmonizes data from over 150,000 weather stations globally;
I select weather stations that are within 10 km of a rail line. Figure 1 maps the 653 weather
stations in my sample.

I match temperature and precipitation data to seismometers, air quality monitors, and
mothers’ residential addresses using the nearest ERA5-Land grid cell centroid. I match wind

data to seismometers and air quality monitors by taking an inverse distance weighted average

6Caltrain, a light rail system serving the San Francisco Peninsula, transitioned from diesel to electric lo-
comotives in fall 2024. The infant health data I use end in 2021; Caltrain is therefore not considered an
electric rail system in this analysis.

"For example, econometric analysis using ERA5-Land correctly recovers the nonlinear temperature-crop
yield relationship (Hogan and Schlenker, 2024).
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of the wind observations for all stations within 10 km of each monitor. It is computationally
infeasible to calculate inverse distance weighted wind for each of the 2.6 million births in
my sample. Instead, I create a 1 km grid over California and calculate hourly wind at each
grid cell centroid, using an inverse distance weighted average of all weather stations within
10 km of the grid cell centroid. To investigate the extent to which this aggregation could
introduce measurement error, I calculate wind data for 10 randomly sampled points within
1000 randomly sampled 1 km grid cells and compare the wind direction at each point to

the wind direction at the centroid of the grid cell in each hour.

Air pollution. I obtain daily data on concentrations of particulate matter less than 2.5
microns in diameter (PMsy ), Carbon Monoxide (CO), and the Air Quality Index (AQI) at
EPA air quality monitors.® My sample selection for air quality monitors is identical to my
sample selection for seismometers: I gather data from all monitors within 5 km of an electric
rail line in California. This yields 36 monitors I additionally obtain satellite-derived gridded
data on monthly PM, 5 concentrations on a 0.01 degree (~ 1 km) resolution grid between
1998 and 2021 from Shen et al. (2024).”

4 Empirical framework

I introduce a research design to estimate the effect of noise on health in the context of rail
noise in California. An ordinary least squares regression of noise exposure on an economic
outcome will almost certainly suffer from omitted variable bias. There are two main sources
of potential omitted variables bias in this setting: combined emission of noise pollution
with other pollutants and sorting due to heterogeneous willingness to pay for quiet or for
correlated amenities. I discuss each in turn.

Noise is frequently co-emitted with air pollution. Many noise sources, including most
airplanes, cars, trucks, and trains, are powered by internal combustion engines which emit
airborne pollutants including carbon monoxide, nitrogen oxides, sulfur dioxide, and fine
particulate matter. A vast literature has found these pollutants negatively affect many
economic outcomes at every stage of the lifecycle (e.g. Chay and Greenstone, 2003; Currie
and Walker, 2011; Schlenker and Walker, 2016; Deschénes et al., 2017; Deryugina et al., 2019;

8The Air Quality Index is a summary measure constructed from measures of ozone, PM, 5, particulate
matter less than 10 microns in diameter (PMjg), carbon monoxide, sulfur dioxide, and nitrogen dioxide.
An index value is calculated for each pollutant separately, and the Air Quality Index is the maximum of
the pollutant-specific index values. See EPA (2018) for details.

9These data are often colloquially referred to as the “Van Donkelaar” data, in reference to van Donkelaar et
al. (2010), the study which introduced the first version of these data. I use the 2024 version.
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Anderson, 2020). Thus, a research design seeking to recover the effect of noise alone must
isolate variation in noise which is unrelated to variation in air pollution.

Separately estimating the effects of noise pollution and air pollution is an important
research objective because the policies and technologies to regulate and mitigate noise and
air pollution are distinct. A first-best set of policies would thus address each externality
separately (Goulder and Parry, 2008). For example, above 20 miles per hour, over 90% of
road noise is due to cars’ aerodynamics, tires, and the road surface, and is unrelated to
the car’s engine type (van Blokland and Peeters, 2009). This suggests that policies aimed
at internalizing the global climate and local air pollution externalities of driving internal
combustion engine cars will have limited co-benefits in terms of mitigating noise externalities
for most vehicles.

Sorting-related omitted variable bias concerns remain even if a noise source does not
co-emit air pollution. Consider a thought experiment in which a set of neighborhoods in
an urban area are randomly allocated a new electric light rail commuter line. While noise
pollution would increase in these neighborhoods, the neighborhoods would also experience
changes in other characteristics such as amenities and market access. These changes might
affect the neighborhoods’ economic outcomes, for example through changes in the neighbor-
hood’s demographic composition in response to the change in nearby transport infrastruc-
ture. A comparison of neighborhoods with and without the new rail line, even under random
assignment and without a change in air pollution, would thus reflect not only the change
in noise pollution, but also the change in the neighborhood’s market access, amenities, and

demographic composition.

4.1 Variation in Noise Exposure Due to Changes in the Wind Direction

The wind direction affects sound waves’ movement through the atmosphere, causing changes
in sound levels upwind and downwind of noise sources such as rail lines, roads, and airports.
A noise source emits sound waves in all directions; the wind direction affects how the sound
waves bend (refract) as they move away from their source, with opposite effects in the
upwind and downwind directions. Downwind of a noise source, sound waves bend toward
the ground, leading to more total noise at ground level. Conversely, sound waves upwind
of a noise source bend away from the ground, leading to less total noise at ground level.
Field measurements have found that the wind direction can lead to a 30 dB difference in
loudness between equidistant locations upwind and downwind of a noise source, roughly

equivalent to the difference between light rain and a vacuum cleaner (Wiener and Keast,
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1959; Kriebel, 1972; Willshire, 1985; Hornikx et al., 2018).!° Appendix D.1 discusses the
physical mechanism causing changes in noise exposure depending on the wind direction in
further detail.

Changes in the wind direction are a leading source of hourly, daily, and seasonal variation
in noise exposure. Appendix Figure 15 reproduces a diagram from a fact sheet released by
the Illinois Department of Transportation titled “Why is it so Loud Today?” which explains
the wind direction’s role in variation in noise exposure and illustrates the physical mechanism
(Sperry, 2023). Similar fact sheets have been released by the Texas and Wisconsin Depart-
ments of Transportation, as well as by the National Academies of Sciences, Engineering,
and Medicine (National Academies of Sciences, Engineering, and Medicine, 2018; Wisconsin
Department of Transportation, 2019; Sperry, 2023).

A potential concern with using changes in the wind direction to generate variation in
noise exposure is that the wind also carries air pollution (e.g., Anderson, 2020; Deryugina
et al., 2019; Herrnstadt et al., 2021). To address this concern, I focus on noise from electric
rail systems by measuring increased noise exposure downwind of electric rail lines. Electric
trains do not produce air pollution, getting their locomotive power from an electrified third
rail or overhead line instead of from onboard combustion. Moreover, electric trains are a
major noise source.

Even though electric trains themselves do not produce air pollution, it is possible that
electric rail lines are co-located with other sources of air pollution. For example, the San
Diego Trolley’s Blue and Green lines are partially coincident with Interstate 5, and Los
Angeles Metro Rail’s C-Line is almost entirely coincident with Interstate 105. I exclude rail
line segments that are co-located with highways, as described in Section 3.3, and test directly
for the possibility that my noise exposure measure is correlated with air pollution. I also
exclude underground sections of rail lines, where the wind direction has no influence on the

propagation of noise from passing trains.'!

10Tn some cases, upwind sound attenuation generates an “acoustic shadow,” where a noise source is inaudible
upwind. Historians and acoustical researchers have argued that acoustic shadows played an important
role in determining the outcome of military battles prior to the development of modern communications
technologies, when armies relied on the sound of nearby troops and battles to make strategic decisions.
For example, acoustic shadows have been documented in at least six battles in the US Civil War, including
in the battle of Gettysburg, which was reportedly inaudible in locations 10 miles from the battlefield, yet
simultaneously audible in Pittsburgh, 150 miles away (Ross, 1998).

ITA possible additional concern is that highways sometimes are parallel to electric rail lines even if they are
no co-located. To address this concern, a robustness check restricts the estimation sample to include only
areas between the rail line and highway if there is a highway within 5 km.
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4.2 Measuring Wind-Driven Changes in Noise Exposure

To measure variation in electric rail noise exposure driven by the wind direction, I must
assign each hour of an expectant mother’s pregnancy as either downwind or not downwind
of an electric rail line. I implement an analogous procedure to assign seismometers and
air quality monitors as downwind or not downwind. Throughout this section, I refer only
to maternal addresses for simplicity. Because I do not observe parents’ real-time locations
during pregnancy, I assume their location is fixed at their home address, which I do observe.

I begin with the simplest definition of downwind: an address is downwind of an electric
rail line if the wind direction is within 45 degrees of a perpendicular ray from the address to
the nearest rail segment. This definition follows Anderson (2020), and I refer to it as such.
It is also closely related to the definition in Herrnstadt et al. (2021).

However, this definition may introduce measurement error because it only considers the
closest rail segment to an address. In cases where an address is near a curve in the rail line,
or where there are multiple rail lines nearby, defining downwind based only on the nearest
rail segment can lead to measurement error in the range of wind directions for which the
address is downwind of a rail line.

I calculate the perpendicular ray from each address to each rail segment within five
km of the address, then average the directions of the rays, weighting by the inverse of the
squared distance between the address and the segment and by the segment’s length.'> An
address is downwind if the wind direction is within 45 degrees of the resulting perpendicular
ray. I additionally report robustness to the Anderson (2020) definition as well as to a more
expansive definition of downwind that takes the union of all 90 degree quadrants centered on
perpendicular rays to all rail segments within 5 km of each address. My preferred definition
balances between these polar cases by considering all nearby rail segments while accounting
for rail segment length and the distance to each segment.

To choose the five km cutoff, I regress downwind status on noise separately for monitors
within one km bins from the nearest electric rail line. Appendix Figure 2 reports the results
of this exercise. I detect elevated downwind noise that is statistically different from zero for
all distance bins under six km. The pattern of the point estimates is consistent with what a
physical model of downwind noise propagation would predict: noise increases are largest at
intermediate distances, where the wind direction will have the greatest influence on the total

amount of noise from the electric train in that location (Salomons, 2001)."* Within one km of

12T use the inverse of the squared distance, rather than inverse distance, to reflect the fact that sound
dissipates quadratically as it moves away from its source.

13Within about one km of the noise source, sound propagation is primarily driven by non-atmospheric factors.
Further away (e.g., two to three km), sound level amplification due to sound waves bending downwind
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an electric rail line, being downwind elevates noise levels, but the effect is less than monitors
slightly further away, between one and three km from the nearest line. For monitors further
away from the nearest line, effects taper off monotonically. The point estimate falls below
one dB, the difference in sound pressure level generally accepted as the threshold of human
perception, at distances larger than five km. I therefore consider areas within five kilometers
of an electric rail line as potentially exposed to elevated noise due to changes in the wind

direction.

4.3 Temporal Aggregation

The downwind measure described in the previous section allows me to measure changes
in noise exposure due to hourly changes in the wind direction. However, I observe health
outcomes at birth, reflecting the accumulation of fetal health over the entire term of the
pregnancy. I thus define my in utero electric train noise exposure measure T}, for each birth
1 with pregnancy start date ¢ as the share of pregnancy hours in which the mother’s home

address was exposed to elevated electric rail noise due to the wind direction:

t+H

1
Ty = ﬁhz_;p,-h. (1)

The variable Dy, is equal to 1 if the wind direction is such that infant i’s mother’s residence
is downwind of an electric rail line, as defined in the previous section. 1 additionally require
that at least one rail line within 5 km of the address be operating during hour A, and that
the wind be blowing at least 0.5 meters per second (=~ 1 mile per hour) during hour h.'" If
any of these conditions are not met, D;, is equal to 0.

The set of hours H denotes the period over which I consider exposure. In my baseline
specifications, I consider the full pregnancy. Because the duration of the pregnancy may be
correlated with 7', T instrument the actual pregnancy duration with the 39-week (6,552-hour)
period from the date of the beginning of the pregnancy (Currie et al., 2013). The choice of
39 weeks for this period reflects the mean pregnancy length in my sample.

I consider other definitions of H in extensions to my main results, allowing me to calculate
different exposure measures T'. I calculate T separately for exposure at different times of

day, allowing elevated noise exposure to have differential effects during the daytime, evening,

becomes the dominant factor. Note the contrast to downwind propagation of air pollution, which decreases
monotonically with distance from the source (Zhu et al., 2006; Hu et al., 2009). Section 5.2 shows that the
effect of noise exposure on infant health mirrors the pattern shown in Appendix Figure 2.

14Requiring that the rail line be operating accounts for the fact that California’s electric rail systems do not
operate 24 hours a day.
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and nighttime. Measuring exposure separately for different times of day helps address the
possible concern that 7' is measured with error because expectant mothers likely do not spend
all their time at their home address. Individuals are more likely to be at their home addresses
in the evenings and at night, so exposure measures during those hours will more accurately
reflect actual variation in noise exposure. Moreover, the effects of evening and nighttime
exposure are of independent interest, because the medical literature suggests that we are
most vulnerable to noise exposure during these periods due to the increased likelihood that
noise will cause sleep disturbances (Munzel et al., 2014). Air pollution is also lower during
nighttime (LaDochy and Witiw, 2023), reducing the likelihood that the nighttime exposure
measure is contaminated by air pollution. I also consider exposure before and after the
pregnancy as placebos, because noise exposure after birth can by definition not affect health

at birth, and noise exposure prior to the pregnancy is unlikely to affect health at birth.

4.4 Estimating Equations

An ideal dataset would allow me to observe hourly noise at every location in California. I
could then implement an instrumental variables research design where I instrument for in
utero noise using downwind status as defined in Equation (1). However, my noise measure-
ment is spatially and temporally sparse relative to the universe of California births between
1999 and 2021. Figure 1 illustrates the spatial sparsity of seismometers and associated chal-
lenges: assigning measured noise to nearby locations would require me to either apply a
model of noise transport or make arbitrary assumptions about the radius for which a moni-
tor’s noise measurements apply. Appendix Table 1 illustrates the temporal sparsity: many
seismometers do not enter the record until the later part of the vital statistics sample, and

do not record continuously for more than a few months.

4.4.1 Main Equation of Interest

Due to this data sparsity, I focus on the reduced form effect of the electric rail noise exposure

proxy T on measures of infant health Y by running regressions of the form:
Vi =B Ty + Xuy™ + Wiy + AQuv*? + Aysm + o + it (2)

In addition to the main regressor of interest Tj; defined in Equation (1), the share of the
pregnancy spent downwind of an electric rail line, Equation (2) includes several control
variables and fixed effects: X is a matrix of demographic controls consisting of indicator

variables for birth order, infant sex, and maternal race, age, and education. I include these
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controls primarily to improve the precision of BY. The matrix W consists of controls for in
utero weather exposure, including binned counts of daily maximum temperature and means
of fourth-order polynomials in daily precipitation and hourly wind speed. These controls
account for the possibility that downwind status is correlated with weather conditions, which
may also have a direct effect of infant health outcomes. I also control directly for remotely-
sensed monthly average PMs, 5 concentration AQ. I include fixed effects at the year by month
(Ayxm) level, which account for seasonality, trends, and shared time-varying shocks across
the whole sample, and at the census block level (p;), which account for time-invariant factors
correlated with health outcomes and downwind status. I show robustness to the exclusion
of all covariates as well as to different levels of spatial and temporal fixed effects.

The research design leverages changes in electric rail noise exposure due to within-census
block variation in downwind status across time, conditional on year-by-month fixed effects.
Appendix Figure 17 shows example variation for a single location, Appendix Figure 18
summarizes residualized variation for the whole sample, and Appendix D.3 discusses mete-

orological drivers of variation in wind direction.

4.4.2 Tests of Internal Validity

Equation (2) provides an unbiased estimate of 8 if downwind status is orthogonal to the
error term ¢, conditional on the fixed effects and controls. To test this assumption, I run a

version of equation (2) with maternal characteristics on the left-hand-side:
zi = BTy + Ayxm + Hn + Eit. (3)

I focus on a GLS-weighted average of indicators for maternal race, age, and education, as
well as infant sex and birth order. The appendix reports results for each variable separately.
A statistically significant or economically meaningful estimate of A% would indicate that
my measure of noise exposure is correlated with a maternal characteristic, suggesting that
estimates of the main specification in Equation (2) suffer from omitted variable bias if they
do not adequately control for these characteristics.

As a second test of orthogonality between downwind status and the error term, I report
the results of regressions that include exposure after birth. If 7;; measures changes in in
utero noise exposure, versions of Tj; that capture noise exposure after the pregnancy should
be uncorrelated with outcomes at birth.'?

Interpreting 3 from Equation (2) as the effect of in utero noise exposure on infant health

5 Exposure prior to the start of the pregnancy could have an impact on fetal health through its impact on
the mother’s health. I test for this possibility by including exposure before the beginning of the pregnancy.
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requires an exclusion restriction: downwind status affects health at birth only through the
increase in noise exposure it causes. [ test this restriction in two ways. I additionally
implement placebo tests and model heterogeneity in the effect of downwind status on health
to elucidate patterns that further probe this assumption.

First, I estimate the relationship between downwind status and measured noise using

hourly data on noise levels and the wind direction:
Noisej;, = BNDjh + ijN + Ayxcm + 15 + Ein, (4)

where j indexes seismometers, h indexes hours, and all other variables are defined as in
Equation (2). Equation (4) provides a test of whether downwind status affects noise exposure.
Second, I estimate the relationship between status downwind of an electric rail line and

contemporaneous air quality using daily air quality data from EPA monitors:
AQug = B Dra + Wiy + Aysem + bk + €, (5)

where k indexes EPA air quality monitors, d indexes days, and all other variables are defined
as in Equation (2). I run versions of Equation (5) that use PMy 5, Carbon Monoxide, and the
EPA’s Air Quality Index (AQI) as measures of air quality. Equation (5) provides a test of
whether status downwind of an electric rail line—which itself does not produce air pollution
but may be co-located or correlated with air pollution sources—is correlated with changes
in air quality.

Several heterogeneity analyses and an additional placebo test further probe the assump-
tion that status downwind of an electric rail line affects health at birth only through noise.
First, I estimate versions of Equations (2) and (4) that allow the coefficients on downwind
status, B¥ and B respectively, to vary by distance to the electric rail line. Similar patterns
across the coefficients would suggest that noise indeed drives the effect of noise on health,
whereas diverging patterns would suggest an omitted variable. Second, I allow the effect
of downwind status on health to vary by time of day. Larger impacts of nighttime noise
would be consistent with the medical literature on noise causing sleep disruption, and would
help rule out impacts due to worse air quality, which is generally better overnight (LaDochy
and Witiw, 2023). Finally, I include placebo exposure, which includes hours when maternal
addresses are downwind of an electric rail line, but no trains are operating on that line. Dur-
ing these times, downwind status should have no impact on noise exposure, since the noise
source—the train’s movement over the rail line—is not present. Thus, under the assump-

tion that downwind status affects health only through noise, there should be no correlation
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between this placebo exposure measure and health outcomes.

4.4.3 Interpreting Magnitudes Using Two-Sample Instrumental Variables

While estimating 5Y from Equation (2) provides evidence on whether noise has a non-zero
effect on infant health, a more policy relevant parameter is the effect of an additional decibel
of average in utero noise exposure on health at birth. To estimate this parameter, I turn
to two-sample instrumental variables (TSIV) methods (Angrist and Krueger, 1992). In
particular, I use the estimated coefficient BN from the regression of hourly noise on hourly
downwind status (Equation (4)) to rescale the ¥ from Equation (2). The ratio g—: is the
impact of an additional decibel in average in utero noise exposure on health at birth.

This interpretation requires several additional assumptions. First, standard instrumen-
tal variables assumptions about instrument relevance, exogeneity, and monotonicity are re-
quired. Second, I assume that the contribution of downwind status to total noise over a
period T is additively separable in time, so that the share of hours spent downwind of an

electric rail line is a sufficient statistic for the total increase in average noise over the period:

Z Noise;, = BN ZDjh.

heT heT

Finally, I assume structural invariance (Zhao et al., 2019): the parameter BN I estimate in
the sample where I observe noise is the same as the parameter I would estimate if I measure
noise exposure for every birth in the sample I use to estimate the effect of downwind status

on health. I use a block bootstrap to estimate the standard errors on the ratio of parameters
Y
g_N.

5 Results

5.1 Validating the Research Design

Table 1 summarizes the results of the three key tests of internal validity discussed in Sec-
tion 4.4.2. Column (1) corresponds to the balance test described in Equation (3), which
regresses a GLS-weighted index of fixed maternal and infant demographic characteristics on
the in utero noise exposure measure. The index consists of indicators for whether the mother
is Black, Hispanic, under 20 years old, has less than a high school education, an indicator for
whether the infant is female, and birth order. Appendix Table 3 reports results of regressing
each characteristic on the exposure measure separately.

I do not find evidence that households differ systematically as a function of wind-driven
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Table 1: Tests of Internal Validity

Demographic index Noise PMs 5 CO AQI
(1) (2) (3) (4) (5) (6)

Noise exposure 0.011 2.426**  1.371™  -0.254  -0.020 -0.948
(0.011) (0.457)  (0.524) (1.700) (0.076) (4.950)

Dep. var. mean 0.00 50.86 50.77 12.01 0.70 44.21
Temporal aggregation Full pregnancy Hourly Daily Daily Daily Daily
Observations 1,960,153 1,041,029 48,022 126,105 142,700 126,105

R? 0.32 0.93 0.95 0.34 0.62 0.40

Notes: The table shows the results of three tests of internal validity. Column (1) regresses a demographic
index on the in utero noise exposure measure. The demographic index is a GLS-weighted average of stan-
dardized indicators for whether the mother is Black, Hispanic, under 20 years old, or has less than a high
school education, an indicator for whether the infant is female, and birth order. Column (2) regresses hourly
noise on an hourly downwind indicator. Columns (3) through (4) regress daily noise, PMs 5, carbon monox-
ide (CO), and the air quality index (AQI) on the daily share of hours downwind. All specifications include
year by month fixed effects. Column (1) includes census block fixed effects, while Columns (2) through
(6) include monitor fixed effects. Columns (2) through (6) also include fourth-order polynomials in daily
temperature, precipitation, and wind speed. Conley standard errors with a 2.7 km bandwidth are shown in
parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.

changes in noise exposure. The coefficient in column (1) of Table 1 shows that going from no
excess downwind noise exposure to spending the full pregnancy downwind is correlated with
a change in the demographic index of 1.1% of a standard deviation. The coefficient is not sta-
tistically different from zero at conventional levels. Nonetheless, I control nonparametrically
for maternal characteristics in my preferred specification.

I now turn to tests that probe my interpretation of the coefficient of interest in Equa-
tion (2) as the effect of noise on health at birth. Columns (2) and (3) of Table 1 report
the results of estimating versions of Equation (4). These columns show that seismometers
register more noise on hours and days when they are downwind of an electric rail line. Dur-
ing hours when a seismometer is downwind of an electric rail line (column 2), it is 2.4 dB
louder than during an hour when it is not downwind. This effect corresponds to a small
but perceptible increase in loudness, and is statistically significant at the 1% level. One way
to interpret the magnitude of this coefficient is in terms of variation in average noise levels
across days of the week as reported in Figure 4: the increase in noise in a downwind hour
is comparable to the difference in typical loudness between 6 a.m. and noon, or between an
average Sunday and an average Tuesday. Aggregating to the daily level yields slightly atten-
uated but otherwise similar results: on a day when a seismometer is downwind of an electric

rail line for every hour in the day, it is 1.4 dB louder. This estimate is also statistically
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significant at the 1% level.

Finally, columns (4) through (6) of Table 1 report the results of estimating versions of
Equation (5), which regresses measures of air quality on an indicator for status downwind
of an electric rail line. I find no relationship between downwind status and daily measures
of air quality. Point estimates on the AQI, the ambient concentration of PMs 5 and carbon

monoxide are negative and not statistically distinguishable from zero.

5.2 The Effect of Noise on Infant Health

5.2.1 Average Treatment Effects

Table 2: The Effect of Noise on Infant Health

Infant health index
(1) (2) (3) (4)
Noise exposure -0.046**  -0.048***  -0.042***  -0.041***
(0.014) (0.013) (0.013) (0.013)

Maternal characteristics v v v
Weather v v
PM 2.5 v
Observations 1,960,153 1,960,153 1,960,153 1,960,153

Notes: the table shows the results of estimating equation (2). The dependent variable for all regressions is
the infant health index, which is composed of birth weight, an indicator for low birth weight (< 2500 g), an
indicator for very low birth weight (< 1500 g), an indicator for preterm birth (< 37 weeks gestation), an
indicator for very preterm birth (< 34 weeks gestation), an indicator for whether the infant died, and 5- and
10-minute Apgar scores. Column (1) includes only year by month and census block fixed effects. Column (2)
adds controls for maternal age decade bins, race indicators, and educational attainment indicators. Column
(3) add controls for fourth-order temperature, precipitation, wind speed polynomials. Column (4) adds a
control for monthly PMs 5 concentrations. The unit of observation for all regressions is a birth in California
to a mother living within 5 km of an electric rail line, 2007-2021. Conley standard errors with a 2.7 km
bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.

Table 2 reports the results of estimating equation (2) for a variety of specifications. Col-
umn (1) includes only year by month and census block fixed effects. Columns (2) through (4)
add increasingly stringent controls: mother age decade bins, race indicators, and educational
attainment indicators; controls for temperature, precipitation, and wind speed; and finally
a control for PMs 5. Across these specifications, the point estimate for the coefficient on
noise exposure is stable between -0.04 and -0.05. The coefficient is statistically significant at

the 1% level across all specifications. Going forward, I use the most stringent specification,

27



reported in column (4), as my preferred specification.

The infant health index is a weighted average of standardized variables, and can therefore
be interpreted in terms of standard deviations. For example, Table 2 column (4) shows that
going from no additional in utero noise exposure to spending the full pregnancy exposed to
elevated noise causes a 4.1% of a standard deviation reduction in the infant health index.
To help give further context for this number, a difference of 0.041 in the infant health index
is about one-third of the gap in the average infant health index value for infants born to
White mothers compared to Black mothers.

To help interpret these results, Appendix Table 4 reports the results of estimating equa-
tion 2 separately for each component of the infant health index. The point estimates suggest
that noise exposure has a negative effect on all components of the infant health index. While
statistical significance should be interpreted cautiously as they are not adjusted for multiple
hypothesis testing, the precision of these effects is significantly lower than the overall infant
health index, with the absolute value of the t-statistics ranging from 0.58 to 2.5, compared
to an absolute t-statistic of 3.3 on the infant health index. These results are consistent
with the notion that noise exposure marginally affects a range of measures of health, and
validates the focus on a summary index as the main outcome of interest, as in addition to
guarding against false discoveries, using the infant health index maximizes statistical power
(Anderson, 2008).

While differences in units complicate rigorous comparisons of the infant health effects of
noise and other environmental and socioeconomic exposures, rough comparisons help build
intuition for the magnitudes reported here. The 7 percent increase in the probability of low
birth weight I estimate from a 2 decibel increase in noise exposure in utero is roughly 60
percent of the effect of air pollution improvements due to the adoption of E-ZPass studied
by Currie and Walker (2011), and is similar in magnitude to the effect of Safe Drinking
Water Act violations studied by Currie et al. (2013). Beyond environmental exposures, the
effect I estimate is roughly equivalent to a post-tax transfer of $2,500 (Hoynes et al., 2015). 1
emphasize that the impacts on individual outcomes, as well as costs, remain fairly uncertain,
suggesting additional caution in these comparisons.

To characterize how elevated exposure to electric rail noise affects the distribution of
birth outcomes, I estimate regressions with bins of birth weight and pregnancy length as
the dependent variables. Figure 5 reports the results of these regressions. Noise exposure
shifts birth weights and gestation lengths downward from the middle and upper ends of their
respective distributions, increasing the probability that infants are born preterm and with
low birth weights, but having little or no effect on the likelihood that infants are born at the

lowest end of the distributions, where consequences on later health are most severe.
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Figure 5: Noise Impacts on Birth Weight and Gestation Length Distributions
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Notes: Each point estimate and Conley confidence interval is the coefficient on the noise exposure measure
from a separate regression, regressing the noise proxy on the corresponding binned value of birth weight
(upper panel) and gestation length (lower panel). All regressions control for mother characteristics, weather,
PM, 5, year by month fixed effects, and census block fixed effects.
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5.2.2 Treatment Effect Heterogeneity

Figure 6: The Effect of Noise on Infant Health by Exposure Level
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Notes: The figure shows coefficients and 95% confidence intervals from three regressions investigating non-
linearity in the impact of noise on the infant health index. The teal dots correspond to 10 percentage point
bins. The distribution of observations in each bin is shown at the bottom of the plot. The dotted orange
line models exposure linearly. The dashed pink line shows a quadratic in exposure. All coefficients are
plotted relative to < 20% of the gestation exposed to elevated noise. All regressions controls for mother
characteristics, weather, PMs 5, year by month fixed effects, and census block fixed effects.

Health damages from noise pollution may be nonlinear in exposure. Figure 6 investigates
this possibility by plotting response functions for binned, linear, and quadratic specifications
in the share of the gestation exposed to elevated noise. The dotted orange line reports
results for the linear specification imposed by equation (2). The other specifications allow
for nonlinearity: the dashed pink line is quadratic in exposure, and the teal dots are 10
percentage point bins in exposure. The binned distribution of exposure is shown at the
bottom of the plot. Each bin corresponds to roughly one additional month of the pregnancy
during which the mother is exposed to elevated noise. The figure reveals that the negative
effect of noise pollution on health is increasing in exposure.

Noise exposure may have heterogeneous impacts at different times of day. In particular,

noise may be more harmful at nighttime, when it is more likely to cause sleep disturbances.
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Figure 7: Effect of Noise On Infant Health by Time of Day
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Notes: The figure shows coefficients and 95% confidence intervals from regressions of the infant health index
on the share of hours exposed to elevated noise at different times during pregnancy. The left panel shows
effects by period of the day. The definitions of these periods follow the noise monitoring literature: daytime
(7:00 a.m. to 6:59 p.m), evening (7:00 p.m. to 10:59 p.m.), and night (11:00 p.m. to 6:59 a.m.) (top left
panel). The left panel shows effects by four-hour periods. All regressions control for mother characteristics,
weather, PMs 5, year by month fixed effects, and census block fixed effects.

To investigate this, I calculate the share of pregnancy hours exposed to elevated noise during
three periods of the day: daytime, between 7:00 a.m. and 6:59 p.m.; evening, between 7:00
p-m. and 10:59 p.m.; and nighttime, between 11:00 p.m. and 6:59 a.m. The definitions of
these periods follow the standard definitions in the noise monitoring literature (Murphy and
King, 2014). I then estimate a version of Equation (2) that allows for different treatment
effects for each period of the day. The left panel of Figure 7 describes the results of this
regression. Nighttime exposure has a large, negative, and precisely estimated effect on the
infant health index. In contrast, the effect of daytime and evening exposure is an order
of magnitude smaller and not statistically distinguishable from zero. The right panel of
Figure 7 elaborates on this result by estimating the impacts of exposure in each of six four-
hour blocks. Noise exposure in the early morning, between 3 am and 7 am, has a large and
statistically significant negative effect on infant health, whereas exposure during all other
periods of the day have a small and statistically imprecise effect on health. These results are
consistent with the medical literature finding that noise causes sleep disruptions which can

compound with chronic exposure (Munzel et al., 2014). They also provide further evidence
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that my results are not driven by air pollution: air pollution tends to be lowest during the
hours I find my noise exposure measure has the largest negative impact on health (LaDochy
and Witiw, 2023).

An alternative explanation for the finding that nighttime noise exposure is more detri-
mental to health is that there is more measurement error in my estimates of daytime and
evening exposure. I observe home addresses, but not other locations that mothers may
frequent, such as their work addresses. All exposure is therefore measured with respect to
the mother’s home address, implicitly assuming that mothers are always at home. This
assumption is more likely to be satisfied at nighttime, when mothers are likely sleeping in
their homes. In contrast, it is less likely to be satisfied during the day, when mothers may
leave home. It could be that daytime exposure is harmful but mismeasured, and thus the
estimates in Figure 7 are biased toward zero.

To investigate this possibility, Appendix Figure 3 reports the results of a regression that
interacts exposure by period of day with and indicator for whether the mother worked during
pregnancy. The intuition behind this exercise is that a person who is working is more likely
to leave home during the day, leading to more measurement error in the exposure measure.
Conversely, someone who is not employed may be more likely to stay at home during the
day, and thus would have less measurement error in their exposure measure.'’

I do not find evidence that daytime noise exposure is harmful for mothers who did not
work during their pregnancy. While the point estimates for working mothers are smaller in
magnitude than the point estimates for non-working mothers for all periods, the qualitative
patterns are the same across both groups, and the coefficients are not statistically different
from one another.

Appendix Figures 5 to 8 examine additional dimensions of treatment effect heterogeneity:.
Appendix Figure 5 reports coefficients from regressions of the infant health index on night-
time noise exposure interacted with one-kilometer bins of distance to the nearest electric rail
line. The pattern of effects mirrors the downwind noise gradient in Appendix Figure 2: esti-
mates are U-shaped in distance, with the largest and most precisely estimated effect in the
two- to three-kilometer bin. The four- to five-kilometer bin yields the largest point estimate
but a wide confidence interval that includes zero. Excluding this bin from the estimation
sample (Appendix Table 5, column (3)) leaves the main results unchanged.

Appendix Figures 6 and 7 examine heterogeneity in the estimated effects of nighttime

noise exposure across trimesters of pregnancy and by maternal demographics. Appendix

16 Appendix Figure 4 uses data from the American Time Use Survey to show that urban California women
aged 15-50 who are not employed are more likely to be at home than employed women at all hours of the
day. This difference is up to 30 percentage points at noon. Over 98% of respondents are at their home
address during overnight hours, regardless of employment status.
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Figure 6 shows that effects are concentrated in the first and second trimesters, consistent
with greater sensitivity of early fetal development to environmental stressors. I find no
evidence of heterogeneity according to maternal race, ethnicity, or education (Appendix
Figure 7).

Finally, Appendix Figure 8 examines heterogeneity by the age of the mother’s home.
An important policy question is what factors mediate the relationship between noise ex-
posure and health outcomes. Building quality—particularly the presence of double-pane
windows—may attenuate indoor noise levels and thus reduce exposure (Medved, 2022). Al-
though window type is difficult to observe directly, it is strongly correlated with building
age (Appendix Figure 9). Appendix Figure 8 shows that the estimated effects of nighttime
noise are smaller for mothers living in newer homes, especially those built since 2010. While
unobserved factors such as income may contribute to this pattern, the results suggest that

construction characteristics may mediate the effect of environmental noise on infant health.
5.2.3 Placebo Exposure and Robustness

Figure 8: Placebo Nighttime Exposure
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Notes: The figure reports coefficients and 95% Conley confidence intervals from regressions of the infant
health index on actual and placebo nighttime noise exposure. The teal estimate reproduces the main night-
time coefficient from the left panel of Figure 7, which correctly accounts for rail system operating hours
when assigning exposure. The orange estimate ignores operating schedules and pools both operating and
non-operating hours. The pink estimate separately regresses the infant health index on the placebo exposure
measure, which considers only hours when the rail system is not operating. All regressions also include
daytime and evening exposure and control for mother characteristics, weather, PMs 5, year by month fixed
effects, and census block fixed effects.

None of the rail systems in my sample operate 24 hours a day; each suspends service
for between two and seven hours overnight, depending on the system and day of the week.
This pattern creates a natural placebo test: during hours when no trains are running, being
downwind of an electric rail line should not affect noise exposure and therefore should have

no influence on infant health. I implement this test by regressing the infant health index
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on (i) the actual nighttime noise exposure, and (ii) the share of non-operating hours during
pregnancy when the mother’s residence was downwind of an electric rail line. The latter is
the placebo exposure measure.'”

The pink coefficient in Figure 8 shows that being downwind of a rail line during non-
operating hours has no association with infant health, as expected. For comparison, the
figure also reproduces the nighttime coefficient from Figure 7 in teal and the coefficient
on a noise exposure measure that does not account for operating hours and pools across
both operating and non-operating hours in orange. The pooled coefficient is attenuated
toward zero, consistent with measurement error introduced by failing to distinguish between
operating and non-operating hours.

Appendix Tables 5 to 9 report the robustness of the main specification to changes in the
sample, downwind variable definition, spatial and temporal fixed effects choices, and standard
error calculation, respectively. Appendix Table 10 reports specifications that include mother
fixed effects, identifying the effect of noise on infant health by comparing infants born to the
same mothers with different in utero noise exposures. Appendix Section E discusses these

results.

5.3 The Social Cost of Noise Pollution

The finding that noise pollution harms health at birth suggests that noise pollution may
have significant social costs. This section calculates the social cost of noise pollution due
to the harms it causes to birth outcomes. Other potential costs of noise, for example due
to lost productivity, impacts to adult health (beyond maternal health costs), or disamenity
are not considered; the cost estimates presented in this section should thus be interpreted
as representing the partial social cost of noise pollution.

Analogously to the infant health index, I define a cost index that accounts for the social
cost of adverse birth outcomes for each birth in my sample. I consider four categories of
costs: infant and maternal healthcare costs, costs due to elevated infant mortality risk,
and reductions to expected lifetime income. Healthcare costs come from tabulations of
inpatient and outpatient medical care costs by gestation length summarized in Behrman
and Butler (2007). Lifecycle income costs come from Bharadwaj et al. (2018), who use
Swedish administrative records to match health at birth to individuals’ lifetime labor market
histories. Because healthcare and lifetime incomes costs are highly convex in the severity of

outcomes, I use estimates of healthcare costs by 4-week bins of gestation length and lifetime

17Both specifications also include daytime and evening exposure controls. A similar placebo test cannot be
implemented for those hours because, with rare exceptions, all rail systems operate continuously during
the day and evening.
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Table 3: TSIV Estimates of the Costs of Noise Pollution

Outcome: Pregnancy-level cost index ($) Hourly noise (dB)

Reduced form TSIV First stage
(1) (2) (3)

Share of pregnancy downwind 7,816.74*

(4,593.03)
Noise (dB) 2,786.17*
(1,648.32)
Hourly downwind indicator 2. 87Kk
(0.37)
Hourly F-statistic 60.00
Observations 1,960,153 1,960,153 1,041,209

Notes: Columns (1)—(3) report reduced-form, TSIV, and first-stage estimates, respectively. The dependent
variable in columns (1) and (2) is a birth-level cost index combining expected maternal and infant healthcare
costs and lifetime income losses based on birth weight and gestation length. In cases of infant mortality,
the cost index equals the value of a statistical life (VSL) plus expected healthcare costs. All values are 2025
dollars. Column (1) reports the reduced-form estimate corresponding to Equation (2) with the cost index
as the outcome. Column (2) reports the TSIV estimate, obtained by rescaling the reduced-form coefficient
in column (1) by the hourly first stage in column (3). All specifications include census block and year by
month fixed effects and fourth-order polynomials in temperature, precipitation, and wind speed. Standard
errors, clustered at the census tract level, are shown in parentheses. TSIV standard errors in column (2) are
estimated using a census-tract block bootstrap with 5,000 replications. Asterisks denote p-values: * < 0.10,
** < 0.05, F**: < 0.01.

income costs by 500-gram bins of birth weight. I value changes in mortality risk using the
EPA’s Value of a Statistical Life (VSL) (EPA, 2014). Appendix Section F further discusses
the cost estimates used.

For each birth, the cost index is the sum of the expected costs according to the infant’s
birth weight and gestation length. If the infant dies, the social cost is the VSL plus ex-
pected medical care costs according to the infant’s gestation length. Similarly to the infant
health index, this approach accounts for covariance between outcomes. It also avoids double-
counting: if an infant dies, there is no additional cost due to the infant’s expected reduction
in lifetime income.

Table 3 summarizes the results of regressing the cost index on my noise exposure measure,
fixed effects, and controls, as described in Equation (2). The table also includes TSIV
estimates of the expected cost per decibel of increased average in utero noise exposure.
Column (1), the reduced form, shows that going form no additional in utero noise exposure
to spending the full pregnancy exposed to noise creates an expected social cost of $7,816.74

per infant. Re-scaling this value by the hourly first stage reported in column (3) yields an
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expected cost of $2,786.17 per decibel increase in average in utero noise exposure, as reported
in column (2).

Assessing first-stage strength is central in instrumental variables analyses and is typically
done using the first-stage F-statistic. In this setting, the endogenous regressor, average noise
exposure over the pregnancy, is unobserved, making it infeasible to compute a pregnancy-
level first-stage F-statistic. I therefore assess instrument strength using two complementary
diagnostics. First, the F-statistic in the hourly first-stage regression is 60, indicating a
strong relationship between wind direction and contemporaneous noise exposure. While this
statistic does not directly characterize instrument strength at the pregnancy level due to
aggregation, it establishes a strong relationship between the instrument and noise exposure
at the hourly level. Second, I examine the finite-sample distribution of the TSIV estimator
using a bootstrap. For ratio estimators such as TSIV, weak identification can manifest as
a non-normal sampling distribution of the estimator (e.g., Nelson and Startz, 1990; Staiger
and Stock, 1997). Accordingly, comparing the bootstrap distribution of the estimator to a
normal reference distribution is informative about weak identification concerns (Zhan, 2018;
Andrews and Shapiro, 2024). Appendix Figure 10 shows that the bootstrap distribution is
approximately symmetric and closely matches a normal distribution with the same mean
and standard deviation. A Kolmogorov-Smirnov test fails to reject normality (p = 0.17),

providing further evidence against weak identification concerns.

Table 4: The Partial Social Cost of Electric Rail Noise in California

Annual cost
(1)
All CA electric rail $136,600,000
($3,662,000, $269,500,000)

Per passenger-trip $1.11
($0.03, $2.18)

Per overnight passenger-trip $14.07
($0.38, $27.76)

Notes: The table shows estimated costs of electric rail in California. All values are 2025 dollars. Column
(1) reports costs per infant exposed to rail noise in utero. Column (2) reports the total annual cost. The
first row uses the reduced form estimate from Table 3, scaled by average in-sample exposure. The second
row uses an estimate of the marginal contribution of electric rail to overall noise levels in combination with
the TSIV estimate in Table 3. The third and fourth columns allocate costs across all electric rail passengers
and passengers riding between 11:00 p.m. and 6:59 a.m., respectively. 90% confidence intervals clustered at
the census tract level in parentheses.
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Table 4 uses the estimates in Table 3 to calculate the social cost of electric rail noise in
California attributable to the harm it causes to infant health outcomes. To estimate the
total cost of electric rail noise in California, I combine my TSIV estimate of the expected
cost of noise per decibel with an estimate of electric rail’s marginal contribution to ambient
noise levels from the Department of Transportation’s National Transportation Noise Map. I
calculate the marginal contribution of rail to overall exposure, using a baseline noise level of
45 dB, which corresponds to background noise levels in urban areas and is consistent with
the modelling assumptions embedded in the National Transportation Noise Map (Murphy
and King, 2014; Moretti and Wheeler, 2025). Appendix F provides further details.

The expected cost of electric rail noise per infant with positive exposure is $4,890. Scaling
by the birth rate in exposed areas yields a total annual cost of $137 million.'® Dividing this
cost by the total ridership across all systems yields a per-passenger-trip cost of $1.11. While
this externality is small in magnitude, it is large as a share of average fares riders pay, roughly
corresponding to between 25% and 50% of average fares across the transit systems I study.

A Pigouvian tax on rail passengers would charge each passenger according to the marginal
externality of their trip, fully accounting for heterogeneity in the noise externality according
to trip characteristics. I find that the most important dimension of heterogeneity is the time
of day at which a trip is taken: Figure 7 shows that the negative externality is driven by
elevated noise during the nighttime and early morning. Transit ridership is at its lowest
during these hours, comprising about 8% total ridership (Figure 19), yet the loudness of a
train is not affected by the number of passengers riding it. Together, these facts imply a per-
ride externality of $14.07 for passengers riding trains between 11:00 p.m. and 6:59 a.m. This
external cost is large both in comparison to the private costs of alternative transportation
modes and as a share of average fares.'’

The costs reported in Table 4 do not necessarily represent welfare costs. First, several
potentially important categories of costs are omitted. Examples include the costs of parents’
compensatory behaviors and investments, the costs of additional societal investments in
children’s education, and the long-run costs of disability and reduced life expectancy. Second,
these costs are likely to be a lower bound on willingness to pay to avoid poor health. On
the other hand, if healthcare markets are not perfectly competitive, the costs I estimate may

include markups.

8When calculating annual birth counts, I use data between 2015 and 2019 to obtain an estimate average
fertility that reflects recent fertility trends without being biased by the temporary negative shock to fertility
during the COVID-19 pandemic. Appendix F discusses this choice.

YNote that a $14.07 uniform tax on early morning passengers would not be optimal. The Pigouvian tax
would additionally account for trip length, heterogeneity in the noise externality across different sections
of track, and population densities along the trip.
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5.4 Implications for Transportation Policy

Recent research on optimal transportation policy has consistently found that increasing
transit fare subsidies, expanding rail networks, and increasing service frequency are welfare-
improving (Parry and Small, 2009; Barwick et al., 2024; Almagro et al., 2024). These studies
typically account for time-varying congestion externalities as well as constant air pollution
externalities. Does accounting for a time-varying noise pollution externality change optimal
transit pricing or frequency? Put another way, is the noise pollution externality I estimate
sufficiently large to have quantitative implications for optimal policy?

This subsection assesses the magnitude of the noise pollution externality relative to the
road congestion (hereafter, congestion) externality. I focus my comparisons on congestion
because congestion externalities dominate marginal external costs of transportation (Parry
and Small, 2009). In addition, marginal congestion and noise externalities both vary sig-
nificantly by time of day, whereas other externalities, such as greenhouse gas emissions, do
not.?’ In this section, I focus on the San Francisco Bay Area, because it is the only region
in my sample for which I was able to obtain hourly data on public transit ridership for both
bus and rail.

Figure 9 shows the hourly marginal noise and congestion externalities for trains, buses,
and cars. Marginal noise externalities are calculated using engineering estimates of the
loudness of each vehicle type at a distance of 50 feet and the background noise level, which
is calculated from seismic data. Because sound levels are a logarithmic function of sound
energy, the marginal contribution of each vehicle type to ambient noise is dependent on the
background noise level. For example, if the background noise level is 50 dB, a passing train
that is 84 dB loud will cause the ambient noise level to increase to 84 dB, an increase of 34
dB.?! As a result, the marginal noise increase due to an additional vehicle is largest when
background noise is quietest, in the middle of the night. Trains are the loudest, at 84 dB,
followed by buses (79 dB), and cars (70 dB).

The bottom panel of Figure 9 shows the hourly marginal congestion externality. Similarly
to noise, the marginal congestion externality depends on the background level of congestion.

I estimate the relationship between road congestion and travel times using one month of

20A third transportation externality that may vary by time of day is air pollution. Studies have found that
average levels of primary pollutants vary by hour, including spiking near roads during commute hours
(Chavez and Li, 2020; LaDochy and Witiw, 2023). Both secondary pollutant formation and local air
pollution dispersal are also influenced by factors such as temperature which vary within the day. However,
recent empirical work has found that long-run average air pollution levels matter more for health than
within-day spikes, suggesting that the air pollution externality does not significantly vary by the time of
day of the emission (Berkouwer and Dean, 2025).

21To add sound levels, one must first convert from dB to sound energy, add the energy values, and then
convert back to decibels. In this example, 101og;,(105/10 4 10%4/10) = 84.001 dB.
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Figure 9: Marginal Noise and Congestion Externalities by Hour
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Notes: The figure shows hourly marginal noise and congestion externalities for trains, buses, and cars. The
top panel shows the noise externality, using engineering estimates of the noise produced by each vehicle
type at a distance of 50 feet. The right y-axis shows the background noise level, which is calculated using
seismic data. While the sound energy produced by each vehicle type is constant, its marginal contribution
to ambient noise is dependent on the background level. The bottom panel shows the congestion externality.
The background congestion level is show on the right y-axis.

data from the Caltrans Performance Measurement System (PeMS), a network of road-based
sensors estimating travel times, vehicle speeds, and road congestion. Appendix Figure 11
shows the marginal congestion externality function I estimate using these data. Following
Parry and Small (2009), I assume that buses cause four times as much congestion as passenger
cars. Trains have no congestion externality at any time because they operate on separate
rights-of-way from buses and cars. The marginal congestion externality is largest at times
when roads are congested, during morning and evening rush hours. This is the opposite of
the pattern for noise, which is highest at times when the background noise is low, in part
due to low road congestion.

Figure 9 illustrates the within-day dynamics of marginal noise and congestion externali-
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ties per vehicle. Both externalities depend on background noise and congestion, respectively,
but in opposite ways: marginal noise externalities are greatest when background noise is low;
marginal congestion externalities are greatest when background congestion is high. However,
the policy-relevant unit for these externalities is their dollar value per passenger-mile. Cal-
culating these values requires data on several additional variables. Estimating the (partial)
noise externality per passenger-mile requires estimates of the marginal damage to infant
health of each vehicle and the number of exposed expectant mothers for each mile traveled.
Estimating the congestion externality per passenger-mile requires an estimate of the value
of time. Both require an estimate of the number of passengers per vehicle to convert from
vehicle-mile externalities to passenger-mile externalities.

I use hourly data on 2024 BART rail ridership and Muni bus ridership to estimate the
number of passengers per train and bus per hour, respectively. To estimate the number of
occupants per car, I use hourly data from the 2022 National Household Travel Survey. I
calculate the average number of occupants per car, by hour of trip start time, for households
in Pacific region Metropolitan Statistical Areas with populations over 1 million and rail.
Appendix Figure 12 plots the number of passengers per hour by mode. Train and bus
ridership are both bimodal, with peaks during morning and evening rush hours, and troughs
in the single-digit passengers per vehicle in the overnight hours. Average train and bus
ridership vary by one and two orders of magnitude, respectively, between their overnight
minima and their daytime maxima. In contrast, average passenger car occupancy both varies
much less, staying between 1 and 2 occupants per vehicle, and exhibits less pronounced daily
peaks.

To calculate the implicit price of noise pollution per passenger-mile, I begin by estimating
the additional noise exposure due to a mile of vehicle travel in each hour. I combine the
marginal noise estimates reported in the top panel of Figure 9, which correspond to noise at
50 feet from the vehicle, with a simple model of the spatial decay of noise to estimate the
increase in average noise levels in 100-meter bands away from the noise source. The number
of 100-meter bands, and thus the total exposed population, is determined by the distance
at which the noise decay model predicts elevated noise over the background level due to the
marginal noise emission. I then multiply these noise increases by the per-dB costs reported
in Table 4 to obtain the partial social cost of the marginal noise emission. I calculate the
expected number of pregnant women in each 100-meter band away from the average mile of
BART line and multiply this value by the per-infant cost estimate to obtain the marginal
hourly cost of noise pollution due to an additional vehicle. For congestion, I use the average
value of time estimate of $15 reported by Almagro et al. (2024). Finally, for both noise and

congestion, I divide the hourly implicit prices per vehicle by the average number of vehicle
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occupants in each hour to obtain the external cost per passenger-mile.

Figure 10: Externalities per Passenger-Mile
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Notes: The figure shows externalities, in 2025 dollars, per passenger-mile by hour of day.

Figure 10 displays the externalities per passenger-mile by hour for each mode. The left
panel shows congestion externalities and the right panel shows noise externalities. For most
of the day, between 6 a.m. and midnight, passenger cars generate the largest externalities,
driven by congestion costs, and trains generate the least externalities, consistent with the
prior literature. Bus externalities are generally small, always falling below car externalities,
since their relatively large marginal contribution to congestion is defrayed by high ridership.
However, between 1 a.m. and 5 a.m., train travel generates a largest noise externality, up to
$0.80 per passenger-mile during the 4 a.m. hour.

The large overnight noise externality of rail arises for three reasons. First, trains are
much louder than buses or cars. This means that the level of the exposure—and thus the
social cost of that exposure—is greater at each distance from the rail line, and also that
a larger total population is exposed to elevated rail noise. My noise decay model predicts
elevated noise up to 800 meters from the source for trains, 500 meters for buses, and 200
meters for cars. Second, rail ridership is at its lowest during the same hours that rail noise

is most damaging, leading to a large cost per passenger-mile.
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6 The National Burden of Noise Pollution

Extrapolating these results to the US requires two components. The first is an estimate of the
cost of noise pollution due to harms to infant health caused by an additional decibel of noise
exposure. Under a strong external validity assumption, I use the estimates derived from the
California sample for this purpose. The second component is an estimate of average noise
exposure. This section uses seismic data and machine learning to produce such an estimate.

I calculate average noise levels for the 975 seismic monitors plotted in figure 2 for 2018,
calculating daytime, nighttime, and overall noise separately. I then merge these data with
embeddings from the AlphaEarth Embedding Fields (AEF) Model (Brown et al., 2025). The
AFEF model combines high-resolution satellite imagery from the visible spectrum, hyperspec-
tral satellite imagery, and additional information on climate, vegetation, water availability,
elevation, ruggedness, and land use into 64-dimensional embeddings at a 10-meter resolution
globally. These embeddings are a geospatial foundation model which can be used to predict
any outcome of interest.

I merge seismic noise data with AEF features for the same locations and year, then esti-
mate ridge regression models predicting noise using the 64-dimensional embeddings. Table 5
reports the average out-of-sample R? across five cross-validation folds for various noise mea-
sures. The first column shows performance using AEF features at their native resolution,
which includes information from 1.28 by 1.28 km chips centered at each location. The AEF
model achieves R? values between 0.44 and 0.51, with strongest performance for daytime
median noise and weakest performance for nighttime median noise—a perhaps unsurprising
result since AEF contains primarily information from daytime imagery. The second column
of table 5 shows average cross-validated out of sample performance for models that include
the native AEF embeddings as well as summary statistics of all AEF values within 10 km
of each point of interest. Median and nighttime median predictive performance improve
modestly, by around two percentage points, while the predictive performance for average
noise is unchanged and the predictive performance for daytime median noise falls by five
percentage points. Due to the additional computational cost of producing the 10-kilometer
summary statistics of the AEF values and their mixed effect of model performance, I proceed
using only the native AEF values.

To evaluate the performance of the AEF model compared to other predictions of noise,
columns (3) through (5) of Table 5 report predictive performance for several baseline mod-
els. Column (3) reports on the predictive performance of the Department of Transportation
(DOT)’s National Transportation Noise Map. Column (4) reports on the predictive perfor-

mance of Mennitt and Fristrup (2016)’s machine learning-based predictive model for median
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Table 5: Predictive Model Out of Sample Performance

This paper Baselines

Noise measure AEF 10 km AEF DOT MF Pop. Density

(1) (2) (3) (4) (5)
Panel A: R?
Average 0.461 0.461  0.048 - 0.159
Median 0.499 0.519 - 0414 0.197
Daytime median 0.513 0.464 - - 0.193
Nighttime median  0.444 0.466 - - 0.189
Panel B: Mean Absolute Error
Average 10.262 10.262 13.964 - 13.134
Median 7.196 7.020 - 7.981 10.005
Daytime median 7.426 7.455 - - 10.499
Nighttime median  6.821 6.624 - - 8.919
Panel C: Root Mean Squared Error
Average 12.997 12.997 17.201 - 16.168
Median 9.680 9.489 - 10.323 12.189
Daytime median 9.899 10.381 - - 12.682
Nighttime median  9.253 9.072 - - 11.098

Notes: Table compares the out-of-sample predictive performance (R?) of models developed in this paper
(Columns 1-2) against benchmarks (Columns 3-5). Each entry is the average out-of-sample R? from 5-fold
cross-validation. Column (1) uses AlphaEarth Foundations (AEF) model features at their native resolution.
Column (2) adds 10 km spatial statistics of all AEF features. Column (3) uses the Department of Trans-
portation’s (DOT) National Transportation Noise Map. Column (4) uses Mennitt and Fristrup (2016) (MF).
Column (5) uses population density.

noise. In both cases, to allow for the possibility that there are systematic difference between
microphone-measured and seismically-measured noise, I run ridge regressions of the seismic
noise values on the predicted noise values from the two noise maps and report the average
out of sample predictive performance across five cross validation folds. I report performance
statistics only for the noise measure predicted by each data source: average noise for the
DOT map and median noise for the Mennitt and Fristrup (2016) map. The AEF model
outperforms the DOT map by an order of magnitude and outperforms the Mennitt and
Fristrup (2016) model by 20%.

As a third baseline comparison, Table 5 reports the out of sample predictive performance
of a model that uses population density data as its only feature. While the population
density mdoel outperforms the DOT map, it only achieves between 30 and 40% of the AEF
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model’s performance, and half Mennitt and Fristrup (2016)’s model performance. I conclude
that the AEF model outperforms existing alternative measures of average noise exposure as

well as a simple model based only on population density.

Figure 11: Predicted Median Nighttime Noise, Contiguous US

Notes: Figure shows predicted median nighttime noise in 2018 for the contiguous US at 550 m resolution.

Figure 11 plots predicted median nighttime noise levels at a 500 m resolution across
the contiguous United States. The most striking and intuitive pattern from the map is that
cities are clearly visible as the loudest places in the country. Valleys, such as the San Joaquin
Valley in Central California, are predicted to be louder than mountainous and forested areas,
likely because sound travels further in open areas. Rivers are also visible in the map, likely
because roads and population centers often cluster near rivers, and because the movement
of water itself can be noisy.

Figure 12 plots zoomed-in, higher-resolution 10 m predictions for Manhattan, San Fran-
cisco, and the Denver metropolitan area. Manhattan, one fo the loudest areas in the country,
is almost uniformly loud. Relatively quiet areas include Central Park. The George Washing-
ton bridge, which crosses the Hudson river to connect Manhattan to New Jersey, is visible.
Noise predictions for San Francisco follow similar patterns: the most densely populated ur-
ban areas are loudest, with quieter areas in Golden Gate Park, the Presidio, and San Bruno
Mountain. The Bay and Golden Gate Bridges are visible, as are the runways of the San

Francisco International Airport. Denver is clearly visible on the national map because of

44



Figure 12: Predicted Median Nighttime Noise
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Notes: Figure shows predicted median nighttime noise for 2018 in Manhattan, San Francisco, and Denver
at a 10 m resolution.

the abrupt change in predicted noise levels as the urban area buts up against the Rocky
Mountains to the west. The urban area is generally louder, while the mountainous areas to
the west are quieter, with the exception of roads travelling through the mountains. Farmland
east of the city is relatively quiet, and the Denver International Airport is clearly visible near
the north-east corner of the map.

Figure 13 summarizes differences in nighttime noise exposure by geography and demo-
graphics. Urban Census block groups are 55% louder than rural ones, an unsurprising result
given that urban residents are more likely to live near major noise sources such as roads,
rail lines, and airports. Census block groups with above-median Black and Hispanic popu-
lations are also exposed to more noise than Census block groups with below-median Black
and Hispanic populations. In contrast, Census block groups with above-median white pop-
ulations face 83% of the noise exposure of Census block groups with below-median white
populations. Noise exposure in Census block groups with above-median per capita annual
income is nearly identical to noise exposure in below-median income Census block groups.

I now turn to estimating of the annual national cost of noise pollution due to harms to
infant health. To implement this calculation, I combine the per-decibel cost estimated on
the California sample with my national noise exposure map. As when calculating the cost
of all rail noise, I define excess exposure over 45 dB. To estimate the fetal exposure rate, I
use Census tract-level fertility data from the 2015-2019 American Communities Survey.

The annual cost of noise pollution due to harms to infant health in the contiguous United
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Figure 13: Inequalities in Predicted Noise Exposure
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Notes: Figure shows the ratio of average predicted noise levels for different populations.The first row shows
the ratio for fully urban to fully rural Census block groups. About one-third of census block groups are
neither fully urban nor fully rural and are dropped from this comparison. The second through fourth rows
show ratios for census block groups with above vs. below median share non-Hispanic Black, Hispanic, and
non-Hispanic white populations, respectively. The fifth row shows the ratio for census block groups with
above vs. below-median income per capita. Dashed vertical line denotes an equal ratio of 1. Race/ethnicity
and income data come from the 2015-2019 5-year American Communities Survey. Urban/rural classifications
come from the 2020 Census.

States is $8.4 billion per year. This roughly corresponds to 10,000 excess preterm births
(2.7% of the total), 7,500 excess low birth weight births (2.5%), and 630 excess infant deaths
(3.1%).%

Figure 14 reports costs per capita costs by racial and ethnic groups and quartiles of
per capita annual income. Hispanic populations bear the largest annual burden of noise
pollution, at $65 per capita, Black populations face a cost of $44 per capita, and White
populations face a smaller cost of $16 per capita. The distribution of costs is also uneven
across income quartiles, with the first income quartile bearing $55 per capita, more than
triple the cost to the third income quartile, which faces a per capita cost of $17.

While nearly all the costs noise pollution I estimate are borne by urban residents, the
distribution of costs across races, ethnicities, and income groups is not driven by the dif-

ferential demographics of urban compared to rural census tracts. Appendix Figure 13 plots

22These values are calculated using the outcome-specific estimates reported in Appendix Table 4 and 2023
data from the National Center for Health Statistics.
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Figure 14: Annual Costs of Noise Pollution per Capita Due to Harms to Infant Health
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Notes: The figure shows the estimated annual per capita cost of noise pollution due to harms to infant health
by race/ethnicity and income quartile. Costs for each group are the sum of tract-level costs (costs per tract
multiplied by the group’s population in that tract), divided by the group’s total national population. Racial
and ethnic categories are non-Hispanic Black people, non-Hispanic White people, and Hispanic people of any
race. Income quartiles are based on average annual per capita income at the census tract level. All values
are in 2025 dollars.

per capita costs in urban census tracts only. While the level of costs is roughly $15 higher
across all groups, the qualitative pattern is identical. Rather, cost differences are driven by
higher noise exposure for minority and lower-income groups, as well as higher fertility rates

among those groups.

7 Conclusion

The history of noise pollution and policy efforts to control it dates to Julius Caesar’s Roman
Empire, and noise has received theoretical attention from economists since at least Coase
(1960). This paper adds modern empirical evidence to this long history. Noise pollution is
a costly environmental externality with an unequal distribution across groups. Nighttime
noise appears to be especially costly, with implications for the optimal provision and schedul-
ing of rail and air transportation. More broadly, the new noise dataset I build may open

opportunities for further research on noise pollution.
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I find that in utero noise pollution exposure harms health at birth: a 2 decibel (5 percent)
increase in utero noise reduces an infant health index by 4% of a standard deviation, one-
third of the Black-White gap in the index. The effects I find on low birth weight rates are
roughly 60 percent of the effect of air pollution and are equivalent to a post-tax transfer
of $2,500. Urban, Black, and Hispanic residents are disproportionately exposed to noise
pollution, which I estimate costs $8.4 billion per year due to the harms it causes to health
at birth.

Noise control policy in the United States is limited and blunt. Federal guidelines pro-
vide sound pressure level (i.e., decibel) thresholds for aviation and traffic noise, while local
noise policy often takes the form of ordinances prohibiting any noise emission above specific
thresholds. The results presented here can help inform these thresholds. My findings that
noise can harm health up to 5 km away from the source and that the widely used National
Transportation Noise Map explains only a small fraction of variation in measured noise sug-
gest that there may be welfare benefits to revising existing policies to reduce noise exposure.
The approaches to ambient noise monitoring developed here could help local policymakers
enforce existing noise ordinances. This paper’s results could also inform cost-benefit analyses
of investments reducing noise exposure, or could be used as an input to a Pigouvian tax on
noise emissions.

Looking forward, the clean energy transition and technological change are altering sound-
scapes. These changes might reduce exposures, for example by replacing internal combus-
tion engines with electric motors. On the other hand, key exposures—such as highway
noise—may remain unchanged, since rolling noise dominates engine noise above low speeds
(Campello-Vicente et al., 2017). New sources of noise pollution, including wind turbines and
data centers, are also emerging and proliferating. The results presented here suggest that
noise merits attention in policymaking and evaluation—whether as a co-benefit, new cost,

or separate consideration.
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A Additional Tables and Figures

Appendix Figure 1: Schematic Showing Microphones and Seismic Noise Measurement

NOISE ICROPHONE

M
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Notes: The figure shows a stylized example of noise measurement using a microphone and a seismometer (a
geophone). Sound waves from a noise source such as a train are emitted in all directions. Some of these waves
come into contact with a microphone, which measures changes in atmospheric pressure due to the waves
traveling through the atmosphere. Other waves come into contact with the ground, causing the ground to
vibrate. The geophone measures the vibrations caused by these waves travelling through the ground.
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Appendix Figure 2: Impact of Downwind Status on Noise by Distance to Electric Rail
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Notes: The figure shows the coefficient on an additional hour downwind by distance to the nearest electric rail
line. Each coefficient corresponds to a separate regression estimated on a sample of seismometers within the
distance bin indicated by the x-axis. The error bars report 95% confidence intervals clustered by seismometer.
All regressions include fourth order polynomials in temperature, precipitation, and wind speed, as well as
monitor and year by month fixed effects. The dashed horizontal line at 1 dB corresponds to the approximate
threshold of human perception for a change in sound pressure level.
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Appendix Figure 3: Effect of Train Noise On Infant Health by Time of Day and Maternal
Work Status
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Notes: The figure shows coefficients and 95% Conley confidence intervals from regressions of the infant health
index on the share of hours exposed to elevated noise by period of the day, allowing for heterogeneity by
maternal employment status. The baseline model shown in teal replicates the results in the top left panel of
figure 7. All regressions control for mother characteristics, weather, PMs 5, year by month fixed effects, and
census block fixed effects.
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Appendix Figure 4: Share of Urban CA Women at Home by Hour of Day and Work Status
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Notes: The figure shows the share of women aged 15-50 living in California metropolitan areas at home by
hour of the day and work status. Data come from the American Time Use Survey, 2003-2024. Sleep and
personal activities coded as at home if not otherwise specified.

Appendix Figure 5: Heterogeneity by Distance to Electric Rail
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Notes: The figure plots estimated effects of noise exposure on the infant health index by one km distance bins
to the nearest electric rail line. The regression includes controls for mother characteristics, weather, PMs 5,
year by month, and census block fixed effects. 95% Conley confidence intervals with a 2.7 km bandwidth
are shown.
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Appendix Figure 6: Heterogeneity by Trimester of Exposure
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Notes: The figure shows coefficients and 95% Conley confidence intervals from regressions of the infant health
index on the share of hours exposed to elevated noise during each trimester of pregnancy. All regressions
control for mother characteristics, weather, PMs 5, year by month fixed effects, and census block fixed effects.
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Appendix Figure 7: Heterogeneity by Maternal Race and Education
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Notes: The figure shows estimated effect of noise exposure on the infant health index by trimester of exposure.
The first trimester is defined as the initial 13 weeks of the pregnancy; the second is the 14th through 26th
weeks; the third is the 27th through 39th. The regression includes controls for mother characteristics,
weather, PMjy 5, year by month, and census block fixed effects. 95% Conley confidence intervals with a 2.7
km bandwidth are shown.
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Appendix Figure 8: Heterogeneity by home construction year
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The figure reports estimated effects of nighttime noise exposure on the infant health index by the age of
the mother’s home. Regressions control for daytime and evening noise exposure, maternal characteristics,
weather, PMs 5, year by month, and census block fixed effects. 95% Conley confidence intervals with a 2.7
km bandwidth are shown. Home age data are from CoreLogic.
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Appendix Figure 9: Window Type by Home Built Year
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Notes: The figure shows shares of homes with all or mostly double pane and all or mostly single pane
windows by year built. The shares do not sum to one because some homes have a mix of single, double, and
triple-pane windows. Data come from the California Energy Commission’s Residential Appliance Saturation

Study.
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Appendix Figure 10: Distribution of Bootstrapped TSIV Estimates
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Notes: The figure shows the distribution of TSIV parameters from column (2) of Table 3 over 5,000 replica-
tions. The solid teal line is a kernel density estimate of the histogram. The dashed orange line is a normal
distribution with the same mean and standard deviation as the bootstrap estimates. The distribution is ap-
proximately symmetric and well-approximated by the normal reference distribution. A Kolmogorov—Smirnov
test fails to reject normality (test statistic = 0.015, p = 0.17).

Appendix Figure 11: Fitted Congestion Externality Functions
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Appendix Figure 12: Average Passengers Per Hour by Mode
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Appendix Figure 13: Annual Costs of Noise Pollution per Capita, Urban Census Tracts Only
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Notes: The figure shows the estimated annual per capita cost of noise pollution due to harms to infant health
by race/ethnicity and income quartile for urban census tracts only. Costs for each group are the sum of
tract-level costs (costs per tract multiplied by the group’s population in that tract), divided by the group’s
total national population. Racial and ethnic categories are non-Hispanic Black people, non-Hispanic White

people, and Hispanic people of any race. Income quartiles are based on average annual per capita income at
the census tract level. All values are in 2025 dollars.
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Appendix Table 1: Seismometer Reporting Date and Duration Summary

No. of stations FEarliest start Latest end Avg. reporting days

Network

NCEDC 28 1932-01-01 2023-09-07 1390
RaspberryShake 278  2017-07-18 2023-02-15 163
SCEDC 25 1976-01-01 2023-07-26 1297

Notes: The table summarizes reporting dates and durations for seismometers used to validate the research
design. “NCEDC?” is the Northern California Earthquake Data Center; “SCEDC” is the Southern California
Earthquake Data Center. Both NCEDC and SCEDC are professionally-managed seismometer networks
used for research and earthquake measurement. RaspberryShake is a distributed network of seismometers
managed by independent researchers, educational institutions, and hobbyists.
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Appendix Table 2: Summary Statistics

(1) (2) (3)

In sample Out of sample Standardized difference

A. Birth outcomes

Birth weight (grams) 3,300 3,320 -0.034
(566) (561)

Share low birth weight (< 2500 grams) 0.0690 0.0649 0.017
(0.253) (0.246)

Share very low birth weight (< 1500 grams)  0.0106 0.00991 0.007
(0.103) (0.0990)

Infant mortality rate per 1,000 births 1.03 1.14 -0.003
(32.1) (33.8)

Gestation length (weeks) 39.1 39.1 0.004
(2.14) (2.14)

Share preterm (< 37 weeks) 0.0991 0.0988 0.001
(0.299) (0.298)

Share very preterm (< 34 weeks) 0.0263 0.0260 0.002
(0.160) (0.159)

B. Maternal characteristics

Age 29.1 28.7 0.066
(6.30) (6.23)

Share teen mother 0.0704 0.0744 -0.015
(0.256) (0.262)

Share Black 0.0850 0.0416 0.195
(0.279) (0.200)

Share Hispanic 0.460 0.484 -0.048
(0.498) (0.500)

Years of education 13.1 13.0 0.034
(2.66) (2.51)

Share less than high school education 0.224 0.210 0.034
(0.417) (0.407)

N 2,661,687 8,534,945

Notes: Table shows summary statistics for key outcomes (panel A) and maternal characteristics (panel B).
Column (1) reports statistics for births in the main analysis sample, within five km of an electric rail line.
Column (2) reports statics for births outside the main analysis sample. Both columns report the mean
and standard deviation below it in parentheses. Column (3) reports the difference between column (1) and
column (2) divided by the standard deviation of the variable in the full sample. The full sample consists of
the universe of births in California between 1999 and 2021.
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Appendix Table 3: Regressions of Mother Characteristics on Noise Exposure Measure

Demographic index — Asian Black Hispanic ~ White <20 yrs  Dropout Birth order Home price ($1000s) Year home built
(1) 2 ®3) (4) (5) (6) () (8) (9) (10)
Noise exposure 0.009 0.000 -0.003 0.025** -0.007 0.006 0.002 -0.007 33.424 -0.047
(0.008) (0.009)  (0.006)  (0.012)  (0.011)  (0.007)  (0.017)  (0.017) (46.701) (0.434)
Dep. var. mean 0.000 0.170 0.087 0.460 0.200 0.071 0.220 2.100 760 2,000
Observations 1,960,153 1,960,153 1,960,153 1,960,153 1,960,153 1,960,153 1,960,153 1,960,153 523,275 1,080,047

Notes: The table shows the results of regressing fixed maternal and infant characteristics on the share of
pregnancy spent downwind of an electric rail line, as described by equation (3). All specifications include
census block and year by month fixed effects and controls for fourth-order polynomials in temperature,
precipitation, and wind speed polynomials. “Black” and “Hispanic” are indicators for whether the mother is
Black and Hispanic, respectively. “<20 yrs” is an indicator for whether the mother is less than 20 years old.
“Dropout” is an indicator for whether the mother’s highest level of educational attainment is less than high
school. “Female infant” is an indicator for whether the infant is female. “Demographic index” is an inverse
covariance-weighted average of standardized versions of the variables in columns (2) through (7). Conley
standard errors with a 2.7 km bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, **
< 0.05, ¥**: < 0.01.
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Appendix Table 4: The Effect of Noise on Components of the Infant Health Index

Birth weight (g) Low birth weight Very low birth weight Preterm
(1) (2) (3) (4)
Noise exposure -14.1511* 0.0050 0.0004 0.0070
(-1.9192) (1.5745) (0.3880) (1.6125)
Dep. var. mean 3,300 0.0690 0.0110 0.0940
Effect relative to mean -0.43% 7.2% 3.4% 7.4%
Observations 2,670,439 2,670,439 2,670,439 2,670,439
R? 0.07 0.04 0.04 0.04
Very preterm Infant died 10 min. Apgar 5 min. Apgar

(1)

(2)

(3) (4)

Noise exposure
Dep. var. mean
Effect relative to mean

Observations
R2

0.0017
(0.8931)

0.0250
6.8%

2,670,439

0.04

0.0005*
(1.8233)

0.0010
48%

2,670,439

0.03

-0.1072** -0.0468*
(-2.4862) (-1.8572)
8.9000 8.9000
1.2% -0.53%
1,960,611 1,960,153
0.07 0.06

Notes: The table shows the results of estimating equation 2. Each column corresponds to a regression
with a different component of the infant health index as the dependent variable: an indicator for low birth
weight (< 2500 grams), an indicator for very low birth weight (< 1500 grams), an indicator for preterm
birth (pregnancy shorter than 37 weeks), an indicator for very preterm birth (pregnancy shorter than 34
weeks), an indicator for infant death, 10-minute Apgar score, 5-minute Apgar score, and birth weight in
grams, respectively. All specifications include controls for mother race, age, and education; temperature,
precipitation, and wind speed; air quality; and year by month and census block fixed effects. Conley t-

statistics calculated with a bandwith of 2.7 km are shown in parentheses. Asterisks denote p-values:

< 0.10, ** < 0.05, ¥***: < 0.01.
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Appendix Table 5: Robustness to Sample Restrictions

Infant health index

(1) (2) (3)

Noise exposure -0.042*** -0.043** -0.039***
(0.013) (0.013) (0.012)

Sample Full Between rail and highway < 4 km from rail

Observations 1,960,153 1,427,874 1,587,527

R? 0.06 0.06 0.06

Notes: The table shows robustness to variations in the estimation sample. Column (1) repeats the main
results from Table 2, column (4). Column (2) includes only locations between electric rail lines and highways
when there is a highway within five km of an electric rail line. Column (3) keeps only observations less
than four km from the nearest electric rail line (the main sample includes observations up to five km from
the nearest line). All specifications include controls for mother race, age, and education; temperature,
precipitation, and wind speed; air quality; and year by month and census block fixed effects. Conley
standard errors with a 2.7 km bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, **
< 0.05, ¥**: < 0.01.

Appendix Table 6: Robustness to Downwind Variable Choice

Infant health index

(1) (2) (3) (4)

Noise exposure -0.042*** -0.025 -0.031* -0.031
(0.013) (0.018) (0.013) (0.020)
Downwind measure Weighted average Closest only ~ Union Range
Observations 1,966,024 1,966,024 1,966,024 1,966,023
R? 0.06 0.06 0.06 0.06

Notes: Column (1) reproduces the preferred specification. Column (2) considers only the closest rail line to
the mother’s address. Column (3) takes the union of interior angles between rays connecting the mother’s
address to rail segment end points. Column (4) takes the union of all 90-degree quadrants, rather than their
segment length and inverse-squared distance weighted average, as in column (1). All measures consider only
rail lines within 5 km of the mother’s address. All specifications include controls for mother race, age, and
education; temperature, precipitation, and wind speed; air quality; and year by month and census block
fixed effects. Conley standard errors with a 2.7 km bandwidth are shown in parentheses. Asterisks denote
p-values: * < 0.10, ** < 0.05, ***: < 0.01.
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Appendix Table 7: Robustness to Spatial Fixed Effects Specification

Infant health index
(1) (2) (3) (4)
Noise exposure -0.042**  -0.027**  -0.035"**  -0.027**
(0.013) (0.009) (0.010) (0.009)

Year by month fixed effects v v v v
Census block fixed effects v

1 km grid cell fixed effects v

Census block group fixed effects v

Census tract fixed effects v
Observations 1,960,153 1,960,098 1,960,153 1,960,153

Notes: All specifications include controls for mother race, age, and education; temperature, precipitation,
and wind speed; air quality; and year by month and census block fixed effects. Conley standard errors with
a 2.7 km bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.

Appendix Table 8: Robustness to Temporal Fixed Effects Specification

Infant health index

(1) (2) (3) (4) ()

Noise exposure -0.042**  -0.044***  -0.032** -0.023* -0.030
(0.013) (0.014) (0.013) (0.013) (0.018)

Year by month fixed effects v v v v

Census block fixed effects v v v v v

Month-Census tract fixed effects v v v

Census tract fixed effects v

Year-Census tract fixed effects v

Year-Month-Census tract fixed effects ve
Year x Census tract time trends v
Observations 1,960,153 1,959,701 1,959,701 1,959,155 1,894,312

Notes: All specifications include controls for mother race, age, and education; temperature, precipitation,
and wind speed; air quality; and year by month and census block fixed effects. Conley standard errors with
a 2.7 km bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.
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Appendix Table 9: Robustness to Standard Error Calculation Method

Infant health index
(1) (2) (3) (4) (5)
Noise exposure -0.042%** -0.042** -0.042** -0.042%* -0.042%*
(0.013) (0.014) (0.017) (0.008) (0.011)

Standard error calculation Conley (2.7 km) Conley (5 km) Conley (10 km) Census tract Census tract by year

Observations 1,966,024 1,966,024 1,966,024 1,966,024 1,966,024
R? 0.06 0.06 0.06 0.06 0.06

Notes: All specifications include controls for mother race, age, and education; temperature, precipitation,
and wind speed; air quality; and year by month and census block fixed effects. Conley standard errors with
a 2.7 km bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.

Appendix Table 10: Mother Fixed Effects

Infant health index
(1) (2) (3)
Noise exposure -0.023*  -0.042**  -0.037
(0.010)  (0.017)  (0.024)

Year by month fixed effects v v v
Mother fixed effects ve v v
Census tract fixed effects v

Census block fixed effects v
Observations 931,868 931,849 921,836

Notes: All specifications include controls for mother race, age, and education; temperature, precipitation,
and wind speed; air quality; and year by month fixed effects. The sample used to estimate these regressions
includes only mothers who had mulitple births during the sample. Conley standard errors with a 2.7 km
bandwidth are shown in parentheses. Asterisks denote p-values: * < 0.10, ** < 0.05, ***: < 0.01.
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Appendix Table 11: Alternative Functional Forms for Baseline Performance

This paper Baselines

Noise measure AEF 10 km AEF DOT MF Pop. Density
(1) (2) 3) (4 (5)

Average 0.461 0.461 0.048 - 0.364
Median 0.499 0.519 - 0.439 0.382
Daytime median  0.513 0.464 - - 0.387
Nighttime median 0.444 0.466 - - 0.33

Notes: Table compares the out-of-sample predictive performance (R?) of models developed in this paper
(Columns 1-2) against benchmarks (Columns 3-5). Whereas the main text table (Table 5) uses the baselines
directly, here the baseline model also include deciles of the prediction values. Each entry is the average out-
of-sample R? from 5-fold cross-validation. Column (1) uses AlphaEarth Foundations (AEF) model features
at their native resolution. Column (2) adds 10 km spatial statistics of all AEF features. Column (3) uses
the Department of Transportation’s (DOT) National Transportation Noise Map. Column (4) uses Mennitt
and Fristrup (2016) (MF). Column (5) uses population density.
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B Additional Background Information

B.1 Noise Maps

Noise maps, which estimate average noise levels at specific locations, are commonly used to
assess noise exposure. Noise maps are created using numerical models of noise transport
given information about noise sources, such as road and rail traffic, as well as the local built
environment, topography, and climate (Murphy and King, 2014).

While noise maps may be useful for broadly assessing population-level noise exposures,
they have several limitations. Direct noise measurements are only used for validating noise
models, if they are used at all (Murphy and King, 2014). The specific modelling software
used can also generate significant differences across noise maps conditional on input data,
ranging from differences of 2 dB(A) (a small but perceptible difference) to 15 dB(A) (a
large difference, similar to the difference in the noise levels of a vacuum cleaner and a
lawn mower) (Hepworth, 2006; Nijland and Van Wee, 2005). To a lesser extent, the spatial
interpolation method used to generate continuous noise maps from the discrete model outputs
can also generate variation across maps created using the same input data (Murphy and
King, 2014). In one analysis comparing European noise maps, Arana et al. (2014) find
significant differences in estimated exposure across maps calculated with different input
data and methodologies, concluding that “the uncertainty associated with the results is such
that [...] no conclusions can be drawn concerning the effectiveness of remedial measures.”

Measurement issues are further compounded by simplifying assumptions modelers make
due to data availability or computational complexity. For example, the US National Trans-
portation Noise Map does not account for weather and atmospheric effects, assumes that all
ground cover is “acoustically soft,” (i.e. is vegetation and not asphalt), and does not ac-
count for changes in sound propagation due to natural and man-made features such as hills
and buildings (Bureau of Transportation Statistics, 2020). The model is not validated using
direct noise measurements, reporting only that “noise levels are evaluated by subject matter
experts for confirmation that levels are within a reasonable order of magnitude” (Bureau
of Transportation Statistics, 2020). For these reasons, the Web page hosting the National

Transportation Noise Map reads, “[the National Transportation Noise Map] is intended for

the tracking of trends and should not be used to evaluate noise levels in individual locations

and/or at specific times” (Bureau of Transportation Statistics, 2020, formatting in original)

While it may be possible to sign the bias of particular components of the measurement error,
it is difficult to characterize its overall magnitude and direction, or to assess how the error

might vary across locations.
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C Data Appendix

C.1 Noise Data

C.1.1 Seismic data processing

Appendix Figure 14: Raw seismic waveform data

[AM.R914C.00.EHZ]

T T T T
2018-11-09T16:00 18:00 20:00 22:00 00:00

Notes: Raw seismic waveform data for RaspberryShake monitor R914C, located at 51.74774775° N,
1.251424032° W, Oxford, United Kingdom, on November 9, 2018. The monitor recorded 100 samples per
second over this period of just over 9 hours, resulting in about 3.24 million observations for this period alone.

To process the raw seismic data, I follow the methods in Lecocq et al. (2020), which reflect
best practices for seismic noise analysis. Seismometers typically measure displacement across
multiple different dimensions, such as the 3 physical dimensions, as well as higher moments of
displacement, such as acceleration. I work with vertical acceleration, which is most commonly
available and widely used due to its precision, sensitivity at a wide range of frequencies, and
comparability with standard models of seismic noise (McNamara and Buland, 2004).

The first step in processing the raw seismic data is computing an acceleration power spec-
tral density (PSD) for each 1-hour period in the data. This yields an empirical distribution
of the power of the seismic acceleration signal in specific frequency bands. I then convert
from the acceleration PSD, Agp, to the displacement spectral power, D, using a Fourier

transform for each frequency f:

Agp(f)

10710

Dpow(f) = (27Tf)2

(6)

Then, using Parseval’s identity, I obtain the root mean squared time-domain displacement,

d(t), band-passed for a specific frequency range |fiin, fmaz):

fmaz
() = \/ / Do f)df (7)

fmin
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I focus on the frequency range [1.0, 20.0], reflecting the range of frequencies corresponding
to anthropogenic noise sources documented in the seismology literature (Bonnefoy-Claudet
et al., 2006). To investigate this choice’s potential impact on my research design and first
stage results, I ran my first stage regression (equation 4) for noise measured in the following

frequency ranges: .

C.1.2 Relationship between seismic noise and audible noise

In the acoustics literature, sound levels are typically measured in decibels (dB). Given a

sound pressure p, the sound level L, in decibels is given by:

L, =20log, (2) ) (8)
Do

where pq is the reference pressure, which in acoustics is typically set at 20 micropascals, pres-
sure of the smallest sound detectable by the human ear. When py is set at 20 micropascals,
the decibel is the logarithm of the ratio the pressure of a sound to the pressure of the lowest
audible sound to a healthy human ear.?’

Working with decibels is more convenient that working directly with measures of pressure
because of the enormous range of pressures that human ears can detect. For example,
the maximum noise level humans can hear without pain is about 140 dB (Murphy and
King, 2014). This corresponds to a sound pressure level of about 200 Pascals (200 million
micropascals), a value that is 7 orders of magnitude above the hearing threshold value of
20 micropascals. Moreover, the ear responds to sound pressure logarithmically: an increase
in 10 dB corresponds to an approximate doubling in perceived loudness (Murphy and King,
2014).

How are sound pressure p and intensity [ related to quantities measured by seismometers?
Consider an idealized scenario in which a sound wave with pressure p comes into contact
with the ground. According to Newton’s Second Law, the acceleration of the ground is
equal to the ratio of the force exerted by the wave to the mass of the ground. Thus, ground
acceleration is proportional to sound pressure, which is proportional to displacement d, as

defined in equation (7). I thus define the sound level in decibels as measured by displacement

2
Z3The formula for decibels in acoustics is sometimes written in its unsimplified form as L, = 10log,, (p%) .

This notation clarifies that the quantities being compares are sound intensities, which are proportional to
the square of a sound wave’s pressure. Multiplying the log-ratio of intensities by 10 converts from bels to
decibels.
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analogously to definition of L, in equation (8):

d
Lq = 20log;, (d_0> (9)

I can use equation (9) to convert changes in displacement to changes in decibels. For

example, the increase in noise due to being downwind of an electric rail line is

dP dN
LY — LY = 201log,, (d_o) — 201logy, <d—0)

=20 [loglo (dD) — logy (dN”
=208

for some reference value dy, where in the last line we substituted in equation (4), where
the superscripts D and N correspond to downwind and not downwind, respectively. Thus,
converting B from equation (4) from log-displacement to decibels simply involves re-scaling
the coefficient. Note that this conversion does not depend on a choice of reference value d.

In practice, the extent to which a seismometer measures audible sound depends on the
sensitivity of the seismometer, the loudness and frequency of the sound, the distance between
the sound source and the monitor, and the density of the earth’s surface, among other factors.
There are many reasons why audible and seismic noise data may differ. These include
measurement error in either instrument, calibration differences between the instruments,
and differences in noise sources at the location of the noise monitor and the location of the
seismometer. Seismometers likely better capture low-frequency audible noise sources, which
due to their lower wavelength travel farther and are less attenuated when moving from the

atmosphere to the ground.

C.2 Infant Health Data

I obtain data on health at birth from the universe of births in California between 1999
and 2021. I obtain these data from California vital statistics files, which I accessed from the
California Department of Public Health via a research data request. I use the Birth Statistical
Master File (BSMF) for births between 1999 and 2017, and the California Comprehensive
Births Master File (CCMBF) for births between 2018 and 2021. I harmonize variables across
BSMF and CCBMF to create a single database of containing measures of infant health such as
gestation length, birth weight, and Apgar scores, rich parental characteristics, and mothers’
home addresses.

Prior to analyzing the data, I take several basic data cleaning steps. I drop births
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where the birth date or mother’s address was not recorded. Since 2007, the California
vital statistics files have recorded obstetric estimates of gestation, which are the attending
physician’s estimate of gestation length based on prenatal care history. Obstetric estimates
of gestation length are generally viewed as more reliable than estimated gestation based on
the mother’s reported last menstrual period (see Behrman and Butler, 2007, chp. 2, for
a review). I thus use the obstetric estimate of gestation length as my preferred estimate
when available. Following Tran et al. (2020), I also drop implausible birth weights below
500 grams and above 5500 grams, and implausible gestation lengths shorter than 22 weeks
or longer than 44 weeks.

I use standard definitions of preterm birth and low birth weight. Preterm birth is birth
before 37 weeks of completed gestation; low birth weight is birth weight less than 2,500
grams, both following WHO definitions (Behrman and Butler, 2007).

C.2.1 Infant health index construction

To construct the infant health index, I follow the procedure detailed in Anderson (2008):

1. For each outcome {y;1,vio,-..,Yir}, switch signs as necessary so that the positive

direction always indicates a “better” outcome.

2. Standardize all outcomes by demeaning them and dividing them by their standard
deviations: 7;, = %

3. To create the index, 5;, take a weighted average of the g;;s, where the weights are given
by the inverse of the covariance matrix of the transformed outcomes. This weighting
scheme maximizes the amount of information in the index. The weights used are

reported in appendix table 12.

C.2.2 Maternal characteristics

For all covariates, I replace missing values with their own factor level, thus maximizing my

sample size.
Mother’s age. Mother’s age is recorded identically in BSMF and CCMBF. T top code

mother’s age at 60 and define mothers younger than age 20 as teen mothers.

Mother’s education. BSMF tracks mother’s years of education whereas CCMBF tracks
the mother’s educational attainment. I harmonize these variables to create two variables:

total years of education completed, and highest level of education attained. To assign years
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Appendix Table 12: Weights for Infant Health Index

Variable Weight

1(Birth weight < 1500 g) 0.10

1(Birth weight < 2500 g) 0.08

1(Gestation < 34 weeks) 0.05
(

1(Gestation < 37 weeks) 0.14
1(Infant died) 0.24
10-minute Apgar score 0.19
5-minute Apgar score 0.08
Birth weight (g) 0.11

Notes: Table shows the weight assigned to each outcome when calculating the infant health index. Weight
are determined by the inverse covariance matrix of the transformed outcomes, as described in appendix
section C.2.1.

of education to CCMBF observations, I map the educational attainment levels reported in
the CCMBF to years of education following the mapping described in table 13. T bottom
code and top code all years of education variables to be between 8 and 17 years to match the
coarsest coding in the BSMF. I also use the mapping in table 13 to map years of education

from BSMF to educational attainment levels.

Mother’s race and ethnicity. CCMBF includes a field that tracks both race and eth-
nicity. The possible values of this field are non-Hispanic white, non-Hispanic Black, non-
Hispanic American Indian/Alaskan Native, non-Hispanic Hawaiian/Pacific Islander, non-
Hispanic other, two or more races, any Hispanic single race, and not stated /unknown. Be-
tween 2000 and 2017, BSMF includes separate fields tracking race and ethnicity. One field
tracks single- and multi-race status (white only, Black only, American Indian/Alaskan na-
tive only, Asian only, Hawaiian/Pacific Islander only, other, two or more races, and not
stated/unknown), the other tracks ethnicity (Hispanic or not Hispanic, including detail on
national origin if Hispanic). I harmonize the 2000-2017 BSMF coding with the CCMBF
coding, creating a single field that tracks both race and ethnicity. In 1999, the BSMF did
not include a field that combines multi-race codes; I do not attempt to harmonize the raw
race fields with the rest of the dataset. This means I do not use race data for observations
from 1999.
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Appendix Table 13: Mapping of Educational Attainment Levels to Years of Education

Educational attainment level Years of education

Less than high school < 12
High school graduate / GED 12
Some college 13
Associate’s degree 14
Bachelor’s degree 16
Master’s degree 17
Professional degree 17
Doctorate 17

Notes: Table shows the years of education assigned to each educational attainment level in the CCMBF.
Graduate degrees (master’s, professional, and doctorate) are top-coded at 17 to match BSMF coding.
CCMBF includes years of education for individuals who have fewer than 12 years of education.

C.3 Other data sources
C.3.1 Rail lines and highways

I obtain data on the location of California electric rail lines from OpenStreetMap (OSM). I
scraped these data from OSM using Overpass Turbo in February 2023. I manually verified
OSM’s accuracy by comparing the downloaded data to official rail system maps and satellite
imagery. I augmented the OSM data by manually gathering data on the opening dates and
operating hours of each electrified rail segment in California. I obtained opening dates from
press releases and news articles. I assume that operational schedules did not significantly
change over my sample period and obtain operating hours information from rail schedules
that were current as of April 2024. Note that all the electrified rail lines in California be-
long to mass transit agencies with an exclusive right of way, so operational schedules should
capture all traffic on the lines, except for after-hours maintenance work. I allow for different
operating schedules on weekdays, Saturdays, and Sundays. I do not account for holiday
schedules. The Bay Area Rapid Transit (BART), Los Angeles County Metropolitan Transit
Authority (LACMTA), San Diego Metropolitan Transit System (SDMTS), and Valley Tran-
sit Authority (VTA) all have less than one hour of variation in operating hours across lines
within their transit system. I thus assign the same operating hours to all lines within each
system. On the other hand, the San Francisco Muni Metro and Sacramento Rapid Transit
systems have significant variation in operational hours across lines. I thus assign operating
hours at the line level for these systems.

To identify rail segments that are co-located with highways, I create 50 m buffers around

each highway and rail line segment, and label any rail line segment overlapping more than
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10% of its area with any buffered highway segment as coincident with a highway. I identify
highways using interstate and non-interstate highways as well as highways in the Department

of Defense’s Strategic Highway Netowork in the National Highway System shapefile.

C.3.2 Weather data

D Empirical Framework: Further Details

D.1 Upwind and Downwind Noise Propagation

Appendix Figure 15: Illustration of Downwind and Upwind Noise Propagation
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Note: The figure shows differential bending (refraction) of sound waves upwind and downwind of a noise
source. Source: Illinois Department of Transportatin (Sperry, 2023).

Appendix Figure 15 reproduces a diagram from a fact sheet released by the Illinois
Department of Transportation title “Why is it so loud today?” The fact sheet proposes
changes in the wind direction as a leading explanation for hourly, daily, and seasonal changes
in noise exposure.

Figure 16 further illustrates the physical mechanism determining the differential propa-
gation of noise upwind and downwind of its source. The far left panel shows the positive
vertical gradient in wind speed: wind speeds are higher at higher altitudes. As a sound wave

traveling in the downwind direction gains altitude, the increasing wind speed causes it to
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Appendix Figure 16: Physical Mechanism Causing Upwind and Downwind Noise Differences

wind direction downwind
wind speed speed of sound wave altitude
higher sound wave speed
downwind
lower sound wave speed
noise source
altitude altitude

Notes: The figure illustrates how the wind direction affects noise propagation. The far left panel shows the
relationship between altitude and wind speed. The second panel shows how the wind speed affects the speed
of sound waves, reducing their speed as they gain altitude for sound waves traveling upwind and increasing
their speed for downwind waves. The third panel shows how the changing wave speeds cause them to bend
(refract), leading to attenuated noise upwind and amplified noise downwind of the source.

move faster, such that the speed of the wave is lower at lower altitudes and higher at higher
altitudes. Conversely, a sound wave traveling in the upwind direction will slow down as it
gains altitude, as the increasing headwind slows it down. Sound waves bend toward regions
where they travel more slowly, causing upwind sound waves to bend away from the ground
and downwind sound waves to bend toward it. This mechanism leads to noise levels being
attenuated upwind of a noise source and amplified downwind of a noise source (Salomons,

2001; National Academies of Sciences, Engineering, and Medicine, 2018).

D.2 Downwind assignment details

Consider an individual located at some point p at time t. To determine whether they
are exposed to elevated electric rail noise due to the wind direction, I must transform the
meteorological wind direction 6, into a binary variable equaling 1 if the point p is downwind

of any rail segment s € S, and 0 otherwise:

) 1 if there exists s € Sy, such that 6, € O,
Downwind,; = : (10)

0 otherwise

Implementing equation 10 proceeds in two steps. First, we must define the set Sy, of rail
segments to consider. Then, for each segment s € S,;, we must determine the range of wind
angles ©,, for which the point p is downwind of s.

The first step amounts to deciding which rail segments out of all possible rail segments
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to consider when determining whether the point p is downwind. I specify the set of such rail
segments S, by applying two criteria. First, I restrict the set of potential rail segments to
those within some radius R of the point p. Second, I restrict to only segments that are in
operation (i.e., have trains running on them) at time ¢. A segment may not be in operation
at time ¢ if the segment is not yet open (i.e., a rail system expands over the course of the
sample, and at time ¢, trains are not yet running on segment s), or if the segment does not
operate at certain times (e.g., if the rail service is shut down on holidays, or in the middle
of the night). This yields the following definition of S;:

Spt = {s:d(s,p) < R and s is in operation at time ¢},

where d(-) is the Euclidean distance metric.

In the second step, for each rail segment s € S, I define ©,, C [0°,360°) C R as the range
of angles falling within the interior angle between the line segments syp and ps,, where s;
and sy are the endpoints of the rail segment s. Figure 7?7 illustrates the calculation of ©,,
for a single rail segment s and for a full set of segments S,;.

Figure 7?7 shows the results of applying equation 10 for a hypothetical hour in which
the wind is blowing from the west in all locations in the sample 6,; = 270° Vp and all rail
lines are operating. The points plotted correspond to hypothetical addresses, spaced evenly
along a 1 square kilometer grid. Each point is within 5 kilometers of at least on electric rail
segment. As intended, points to the East of rail segments are classified as downwind, while

all other points are classified as not downwind.

D.3 Identifying variation

The research design leverages changes in electric rail noise exposure due to within-census
block variation in downwind status across time, conditional on year by month fixed effects.
Appendix Figure 17 illustrates this variation for a single location in Pasadena, California,
located just north of a LACMTA electric rail line. The left panel describes the distribu-
tion of the wind direction and downwind status for a hypothetical nine-month pregnancy
between April 1 and December 31, 2023. The right panel shows the distribution of the wind
direction for a different hypothetical pregnancy in the same location one year later. There is
significant variation the distribution of wind directions across the two periods, resulting in a
30 percentage point difference in the share of the hypothetical pregnancies spent downwind
of the electric rail line—and thus potentially exposed to elevated noise.

Appendix Figure 18 displays the remaining variation in downwind share after residual-

izing on census block and year by month fixed effects. The 5th-95th percentile range of the
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Appendix Figure 17: Example Variation in Wind Direction Within Location Across Time

April-December 2003  April-December 2004

N 15% N 1509

10% 10%
5% 5%

S S
Downwind share: 0.41 Downwind share: 0.71

Notes: The figure shows the distribution of the wind direction for two nine-month periods at the same
location in Pasadena, California. The shaded gray quadrants are the set of wind directions for which the
location is downwind of a LACMTA electric rail line. The total share of hours during each nine-month period
spend downwind of the electric rail line is shown under each wind rose.

Appendix Figure 18: Residualized Variation in Downwind Shares, Full Sample
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Notes: The figure shows the distrubution of the share of pregnancy time spent downwind of an electric rail
line for the full sample used to estimate the effect of noise on infant health after residualizing on census block
and year by month fixed effects.
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distribution is -0.10 to 0.11. The minimum of the distribution is -0.54 and the maximum is
0.60.

What generates variation in downwind status, conditional on census block and year by
month fixed effects? Variation in wind direction at this scale will primarily be driven by
transient weather systems. For example, winter storms generate changes to dominant wind
patterns, with season-to-season variation in their timing, duration, and intensity. Another
disruptor to dominant wind patterns is a “cut-off low,” a low-pressure system that is detached
from the main flow of the jet stream and can linger in a single area for a week or more,
causing disruptions to normal wind patterns (e.g., Godsey, 2023). These unpredictable
weather patterns cause local variation in wind direction within the same seasons across
years, generating variation in downwind noise exposure. Of course, they are also correlated
with other weather conditions, such as temperature and precipitation, which may also affect

infant health, motivating the use of weather controls in the analysis.

E Results: Sensitivity Analyses

Appendix Table 6 reports results using different approaches to calculating the downwind
variable. Column (1) reproduces the preferred specification. Column (2) considers only the
closest rail line to the mother’s address. Column (3) takes the union of interior angles be-
tween rays connecting the mother’s address to rail segment end points. Column (4) takes
the union of all 90-degree quadrants, rather than their segment length and inverse-squared
distance weighted average, as in column (1). All measures consider only rail lines within 5
km of the mother’s address. While all point estimates are negative and similar in magni-
tude, only columns (1) and (3) are statistically significant at conventional levels. This may
reflect measurement error introduced by the downwind measures in columns (2) and (4):
the measure in column (2) will tend to make exclusion errors, as it considers only a single
rail segment, while the measure in column (3) will tend to make inclusion errors, since the
unadjusted 90-degree quadrants may include wind directions that are not in fact downwind
of an electric rail line.

Appendix Table 7 reports results using different sets of spatial fixed effects. Column
(1) reproduces the preferred specification. Columns (2) through (4) 1 km grid cell, census
block group, and census tract fixed effects, respectively. The effect of noise on infant health
remains statistically precise and of reasonably similar magnitude across these specifications.

Appendix Table 8 reports results using different temporal fixed effects. Column (1)
reproduces the preferred specification, which uses year by month fixed effects. Column (2)

year fixed effects only, thus not controlling for seasonality in birth outcomes that could

86



be correlated with downwind exposure. Column (3) includes year and month fixed effects
separately. Column (4) includes year by month fixed effects and year by county time trends.
Agaubm the estimated effect of noise on infant health remains statistically precise and similar
in magnitude across these specifications.

Appendix Table 9 reports the preferred specification using different standard error cal-
culation methods. Columns (1) through (3) use Conley standard erros with 2.7, 5, and
10 km bandwidths, respectively. As expected, the standard error grows as the bandwidth
increases, but the estimated effect remains statisically precise at conventional levels for all
specifications. Columns (4) and (5) cluster standard errors by census tract and census tract
by year, respectively. These standard errors are marginally smaller than Conley standard
errors.

Appendix Table 10 reports results for specifications using mother fixed effects. Column
(1) includes mother fixed effects but no spatial fixed effect. Much of the variation used to es-
timate this coefficient will thus come from mothers who moved residential addresses between
pregnancies, potentially leading to large changes in exposure. The estimated coefficient is
negative, statistically precise, and attenuated relative to the preferred specification. Column
(2) adds a census tract fixed effect, which restricts variation to within census tracts. The
coefficient is nearly identical to the preferred specification, and is precise at the 5% level
(relative to the 1% level for the preferred specification). Finally, column (3) add a census
block fixed effect, which mirrors the spatial fixed effect in the preferred specification. While
the point estimate remains negative, the standard error is large and the coefficient is not

statistically distinguishable from zero in this highly demanding specification.

F Cost Calculation Details

This appendix describes the details of the cost estimates presented in Section 5.3. Biological
maturity for life outside the uterus is the primary determinant of infant health at birth,
affecting an infant’s short- and long-term mortality and morbidity risk, and thus the costs
of poor infant health (Behrman and Butler, 2007). Gestational age is viewed as the best
proxy for biological maturity, so when possible I focus on the impact of noise on the risk of
preterm birth (a measure of gestational age) when calculating costs.

The costs of poor infant health are highly convex in the severity of outcomes. For
example, infants born slightly preterm, with between 32 and 36 weeks of gestation, spend
on average 5 days after birth in a hospital, incurring average inpatient costs of $18,178,

whereas infants born extremely preterm, with under 28 weeks of gestation, spend 76 days
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in the hospital, costing $302,455 (Behrman and Butler, 2007).%* T find that noise increases
the risk of moderately severe adverse birth outcomes, such as the likelihood of preterm birth
and low birth weight, but does not affect the risk more severe outcome such as very preterm
birth and very low birth weight (Figure 5). Using cost estimates that average across the full
distribution of adverse infant health outcomes would thus overstate the social cost of noise
pollution. To avoid this, I use cost estimates pertaining to the specific outcomes I observe
effects for wherever possible.

Table 4 reports 95% confidence intervals capturing the sampling variation in my point
estimates. Income estimates also account for the sampling variation in the estimates reported
by Bharadwaj et al. (2018). I use the delta method to calculate the standard error of the
product of my estimate and that of Bharadwaj et al. (2018). Because I do not have access
to Bharadwaj et al. (2018)’s original data, I cannot calculate the covariance between our
estimates, and thus assume they are independent.

I consider several measures of noise exposure. First, I calculate the costs due to excess
exposure driven by the meteorological conditions I leverage in my research design. To do
so, I simply calculate the average share of pregnancy spent exposed to elevated electric rail
noise due to being downwind of an electric rail line in my main analysis sample. To measure
exposure corresponding to a 1 dB increase in average in utero noise, I use a 50% exposure
share, reflecting the result reported in Table 7?7 that it is on average 2 dB louder per hour
spent downwind.

Calculating the total external costs of California electric rail lines due to noise pollution
requires two additional steps. First, I need an estimate of the marginal contribution of electric
rail to average noise levels. I obtain this estimate from the 2020 US National Transportation
Noise Map. While the National Transportation Noise Map has significant measurement error
and likely understates total noise exposure (see Appendix B.1), it is useful in this context
because it separately estimates the contributions of trains, airplanes, and cars to total noise
exposure. Estimates of the total cost of noise using the National Transportation Noise Map
are thus likely to be lower bounds. I calculate the marginal contribution of train noise to
total noise exposure by differencing the rail noise raster from the airplane and car noise
raster. I then subtract 45 dB from this raster, which is the minimum value reported in the
National Transportation Noise Map. This step assumes that average noise levels would be
45 dB in the absence of rail noise—a reasonable assumption given that average noise levels in
residential noise levels are typically between 40 and 50 dB (Murphy and King, 2014). Second,

I calculate the average annual birth rate in each 500 meter grid cell that is exposed to rail

24The values in Behrman and Butler (2007) have been adjusted to 2025 dollars using the US Bureau of
Labor Statistics’ Consumer Price Index.
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noise. [ use data on births between 2015 and 2019. I choose this period for several reasons.
First, birth rates in California and nationally have persistently declined in recent decades
(Kearney et al., 2022; Johnson, 2023). Using births data for my full sample starting in 1999
would thus overstate contemporary birth rates. On the other hand, my data also cover the
beginning of the COVID-19 pandemic (2020-21), during which birth rates fell, before later
rebounding (Kearney and Levine, 2023; Nobles et al., 2024). Using 2020-21 births data to
estimate birth rates could thus understate post-pandemic fertility. Finally, I use five years
of data, rather than a single year, to obtain a more stable estimate of average contemporary
birth rates.

To calculate the cost per overnight passenger, I must count the annual number of electric
rail riders during those hours. I submitted public records requests for hourly ridership data
to the six rail systems in my sample (BART, LACMTA, Muni Metro, SacRT, SDMTS, and
VTA) for 2024, the most recent year available at the time of the requests. Of these, BART,
Muni, and SacRT responded with hourly ridership data. To estimate hourly ridership for the
other systems, I calculated the share of all BART and Muni Metro passengers between 11:00
p.m. and 6:59 a.m. Approximately 7% of BART, 7% of SacRT riders, and 8% of Muni Metro
passengers take the train during those hours. I assume that overnight ridership constitutes
8% of total ridership for the three systems I do not directly observe hourly ridership data
for, and multiply 2024 ridership totals, which are publicly available, by this percentage to
estimate the number of overnight riders in 2024 in each system. In total, I estimate that
there 9,710,544 rides between 11:00 p.m.-6:59 a.m in 2024. Note that this counts total rides,
not unique passengers.

Figure 19 plots hourly ridership shares for BART, Muni, and SacRT. All three systems
have lowest ridership in the overnight hours and peak during commute hours. BART follows
a more extreme daily pattern, with large peaks in the 8 a.m. and 5 p.m. hours and a
significant reduction in ridership in between. Muni and SacRT have local peaks in the 8
a.m. and 7 a.m. hours, respectively, then gradually increase hourly ridership until peaking

in the 4 p.m. hour.
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Appendix Figure 19: Hourly Ridership by Transit System
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Notes: The figure plots the share of total ridership by transit system using 2024 ridership data from BART,
Muni, and SacRT. Data were obtained via public records requests to each transit agency.
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