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As data-hungry large generative models have proliferated in recent years, Al practitioners have
used synthetic data to pretrain [7] and align [19] these models. Proponents of synthetic data argue that
it can provide an additional high-quality learning signal for models and promote privacy [11]. However,
concerns have been raised about how training on synthetic data can contribute to model collapse [5]
and how synthetic data may not fairly represent marginalized social groups [20]. In this provocation,
we discuss three main issues in measuring the fairness of social representation in synthetic data:
(1) tensions between different conceptualizations of representation, (2) the association of synthetic
data subjects with social categories, and (3) aligning measurements with social groups’ desires and
interests. Throughout this article, we ground our discussion with examples from speech processing
for concreteness and in tenets of Intersectionality [3]. We provide intersectional guiding questions for
practitioners looking to measure social representation in both synthetic and non-synthetic data.

Conceptualizations of Representation: There can exist tensions between different conceptu-
alizations of fair representation [2]. [2, 10] describe two predominant conceptualizations in AlL: (C1)
proportions of social groups in data are consistent with a reference (e.g., “ground-truth”) distribution
of groups, and (C2) proportions of different social groups are equal. These conceptualizations are
often informed by different aims, e.g., (Al) faithfully evaluating models with respect to a reference
data distribution vs. (A2) faithfully evaluating performance disparities of models across groups [2].
Taking an example of representation in speech Al, recent work has demonstrated that there is a
significant lack of investigation into how well these models work for gender diverse individuals [14].
That is, almost all speech datasets assume binary notions of gender, and thus gender bias evaluations
are limited to performance gaps across the categories of “male” and “female.” One exception to this
is the Casual Conversations V2 dataset, which includes recordings from 80 speakers outside the cis
binary - representing 1.44% of all speakers in the dataset [13]. According to (C1), this dataset could
be seen as “over representing” this community by almost 1% in terms of their “true” distribution
in the world [9]. In the context of (C2), however, this represents a significant lack of data for this
community to meaningfully compare performance disparities across gender identities.

Across speech and other modalities, when measuring the fairness of social representation in syn-
thetic data, (C1) entails computing the divergence of the synthetic data group distribution from a
chosen “ground-truth” group distribution. However, ML practitioners may tend to choose “ground-
truth” distributions based on hegemonic social contexts within the field, without reflecting on the
power dynamics that give rise to this choice [12]. Moreover, the “ground-truth” distribution is often
estimated using government-collected data (e.g., the U.S. census), which itself suffers from systemic
data quality issues such as the undercounting of minoritized racial groups [18] and the erasure of
entire social categories (e.g., non-binary people). In contrast to (Cl), (C2) entails computing the
divergence of the data group distribution from a uniform group distribution. However, both (C1) and
(C2) require foregrounding certain social axes (e.g., race, gender over caste) and along these axes,
categorizing individuals into a finite number of discrete groups. Such decisions are often informed by
a U.S. context, and can be incompatible with fluid and intersectional nature of people’s identities.

Association with Social Categories: Both (C1) and (C2) involve associating each synthetic
data instance with a group membership label. In the context of speech, popular techniques for
obtaining these labels include: (T1) using an auxiliary classifier to infer the social group membership
of a speaker in a synthetic audio clip, and (T2) conditioning a generative model on a speaker’s social
group to produce a synthetic audio clip. (T1) suffers from numerous measurement validity issues
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(e.g., unquantifiable error rates, groups with poor construct validity) and ethical issues (e.g., unevenly
distributed errors, support of surveillance infrastructure), as has been shown in other domains [6, 16].
On the other hand, (T2) can flatten and stereotype social groups. The need for vast amounts of
synthetic data and consequently the usage of efficient methods to obtain group membership labels to
measure representation, despite their pitfalls, are driven by “scale thinking” [8]. It is important for
the AI community to explore methods to measure representation that need not occur at scale.

Alignment with Desired Outcomes: While not a design fix [15], participatory design is crucial
to guard against the harms of predictive design and align synthetic data generation with the desires
and interests of marginalized groups. Given that high quality and diverse speech data is difficult
to collect, this modality might seem like an ideal one for data augmentation via synthetic speech.
For marginalised communities, however, this approach risks the researcher shifting from a descriptive
analysis to a predictive one. Representation in a descriptive analysis, such as evaluating model
performance across demographic groups, may be a desirable form of representation to understand
the social inequities represented in these systems. In contrast, predictive analyses, such as predicting
a set of features associated with a particular group (or vice versa), introduces a significant risk of
harm and surveillance [4]. In the case of synthetic speech data generation, not only does this fall in
the category of predictive analysis, but it also risks homogenizing and stereotyping the attributes of
entire demographics of speakers, as we have seen with generation in other domains [1, 17].

Participatory design inherently sparks contextual discussions about political goals, power, and
inclusion. For example, the downstream use cases and sociopolitical impacts of models trained and
evaluated on synthetic data will affect groups’ conceptualizations of ideal representation. These
conceptualization may diverge greatly from (C1) and (C2): a group may view representation through
a reparative lens, considering synthetic data to be representative if it centers or exclusively captures
the group’s most vulnerable communities. Within groups, communities may negotiate distinct criteria
for fair representation, developing processes for choosing representative individuals and data, as well
navigating their relationality. Importantly, measurements of fair representation often sidestep whether
marginalized groups would like to be included at all in synthetic data, for example, if they feel that
such data would fundamentally misrepresent them or bolster systems that are designed to harm or
surveil them [2]. Marginalized groups should have the power to refuse systems that generate or rely
on synthetic representation.

Reflections and guiding questions: To help synthetic data practitioners engage in reflexivity
when measuring the fairness of social representation, we offer the following guiding questions:

e Is your conceptualization of fair representation more aligned with (C1) or (C2)? What normative
factors have informed this conceptualization?

e How do your social context and power dynamics affect how you choose a “ground-truth” group
distribution? How you choose which axes and groups to consider?

e How does your estimate of the “ground-truth” distribution reflect and further entrench social
inequality?

e What methodological and ethical issues arise from your approach to associating synthetic data
instances with group membership labels?

e What harms arise from scale thinking when measuring social representation in data? How may
we avoid them going forward?

e Where do your design and development methodologies fall along the continuum from descriptive
to prescriptive? What elements of participatory design are you integrating?

e How may your work harm, homogenize, or stereotype marginalized social groups?

e How are you accommodating reparative conceptualizations of representation? How are you ac-
commodating refusal?

With a grounding in speech processing, we identify three major issues in measuring the fairness
of social representation in synthetic data: (1) differing conceptualizations of representation, (2) as-
sociating synthetic data instances with social groups, and (3) aligning measurements with groups’
desires and interests. We advocate for synthetic data practitioners to consider our reflexive guiding
questions and interrogate their work through an intersectional lens.
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