
More Detailed Derivation of Eq.(2) in the IGL Paper [Xie et al., 2021]

For any policy π, we have

E(x,a)∼d0×π[ψ(y)1(r = 1)]

=
∑
x,a

d0(x)π(a|x)
∑
y,r

Pr(y, r|x, a)ψ(y)1(r = 1)

=
∑
x,a

d0(x)π(a|x)
∑
y,r

Pr(y|r, x, a)︸ ︷︷ ︸
=Pr(y|r) by x, a⊥⊥y|r

Pr(r|x, a)ψ(y)1(r = 1)

=
∑
x,a

d0(x)π(a|x)
∑
r

Pr(r|x, a)1(r = 1)
∑
y

Pr(y|r)ψ(y)

=
∑
x,a

d0(x)π(a|x) Pr(r = 1|x, a)
∑
y

Pr(y|r = 1)ψ(y)

= V (π)E [ψ(y)|r = 1] ,

and

E(x,a)∼d0×π[ψ(y)1(r = 0)]

=
∑
x,a

d0(x)π(a|x)
∑
y,r

Pr(y, r|x, a)ψ(y)1(r = 0)

=
∑
x,a

d0(x)π(a|x)
∑
y,r

Pr(y|r, x, a)︸ ︷︷ ︸
=Pr(y|r) by x, a⊥⊥y|r

Pr(r|x, a)ψ(y)1(r = 0)

=
∑
x,a

d0(x)π(a|x)
∑
r

Pr(r|x, a)1(r = 0)
∑
y

Pr(y|r)ψ(y)

=
∑
x,a

d0(x)π(a|x) Pr(r = 0|x, a)
∑
y

Pr(y|r = 0)ψ(y)

= (1− V (π))E [ψ(y)|r = 0] .

Therefore,

E(x,a)∼d0×π[ψ(y)1(r = 1) + ψ(y)1(r = 0)]− E(x,a)∼d0×πbad [ψ(y)1(r = 1) + ψ(y)1(r = 0)]

=
[
V (π)E [ψ(y)|r = 1]︸ ︷︷ ︸

=:ψ1

+(1− V (π))E [ψ(y)|r = 0]︸ ︷︷ ︸
=:ψ0

]
−
[
V (πbad)E [ψ(y)|r = 1] + (1− V (πbad))E [ψ(y)|r = 0]

]
= V (π) (ψ1 − ψ0)︸ ︷︷ ︸

=:∆ψ

+ψ0 −
[
V (πbad)(ψ1 − ψ0) + ψ0

]
= (V (π)− V (πbad))∆ψ.
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