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Conclusions

e Intrinsic bias can reinforce harmful biases, but these may not impact the treatment of groups (or individuals) on
downstream tasks

e Bias in a model and its empirical fairness (group disparities) are in fact independent matters

e Continued pretraining on gender-neutral data reduces group disparities on VOAv2 and retrieval tasks without performance
penalty



