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1. Motivation 2. Method 3. Results in a Nutshell

_Two-step training pipeline:
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Reprojection loss

1. Poseless - Cannot measure silhouette matching; reprojected
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Tt }25" o ground truth | before | after ground truth | before | after D AP before 0.589 0.844 0.815 0.627 0.852 0.851
e g after 0.704 0.849 0.872 0.720 0.878 0.894
Lo II 2 | o Ap | Pefore | 0201 | 0531 | 0630 | 0183 | 0527 | 0642
N 3 | after 0219 | 0552 | 0.639 | 0249 | 0577 | 0.664
T R iacted silh H hould tch rotation before | 0.67/23.0 | 0.78/8.2 | 0.83/4.8 | 0.67/23.2 | 0.76/8.2 | 0.86/5.0
BRei eprojected silhouette (orange) should matc Accg/ | after | 0.68/17.3 | 0.80/83 | 0.80/5.2 | 0.70/17.2 | 0.80/8.1 | 0.86/4.7
R et with the annotated mask (grey) MedErr | Suetal. [ 0.76/15.1 [ 0.85/9.7 | 0.86/6.1 | 0.76/15.1 | 0.85/9.7 | 0.86/6.1
translation | before 0.092 0.074 0.060 0.088 0.079 0.061
MedErr after 0.077 0.072 0.058 0.073 0.079 0.050

* Girdhar, Rohit, et al. "Learning a predictable and generative vector representation for
objects.” European Conference on Computer Vision. Springer International Publishing, 2016.




2. Main ldea

» Chain the output shape back to the image, so that we can
train (finetune) with weak supervision of silhouette
reprojection error, on the target natural image domain.
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