
What Makes It Hard for Users to Follow Software Tutorial Videos? 

Saelyne Yang 
School of Computing, KAIST 

saelyne@kaist.ac.kr 

Juho Kim 
School of Computing, KAIST 

juhokim@kaist.ac.kr 

Abstract 
Software tutorial videos provide more detailed 
explanations than ordinary text-based tutorials as 

they contain much more visual information and 
can also express continuous information. However, 
despite the advantages of tutorial videos, people 

often aren’t able to correctly follow the task shown 
in tutorials. In this research, we perform studies 
using Photoshop tutorials to examine the factors 

that influence how well a viewer can follow the 
tutorial video. Our analysis shows that there are 
generally four possible sources that affect the 

understanding of the tutorial: the user, the 
software (Photoshop), the tutorial, and the 

interaction between the user and the tutorial.  
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1. Introduction 

Many people get help from tutorials to complete 

tasks. These tutorials range from ‘how to cook a 
chocolate chip cookies’ to ‘how to remove an 
object from an image using Photoshop’. Tutorials 

provide procedural steps involved in the complex 
tasks. 
Compared to text-based tutorials, video tutorials 

have an extra dimension of visualization making it 
possible for them to provide much more descriptive 
explanations [8, 15]. For example, by watching 

how-to videos to learn cooking, one can gain 
details that would not be available in text-based 
recipes. For such reasons, video tutorials have been 

watched by a great number of people [8, 13]. 
However, there are still cases where people try to 
follow a tutorial video but fail to successfully 

complete the task [9, 13]. This can be due to many 
factors such as the speed and quality of 

explanation that ultimately influence how well the 
viewer understands it. Online video tutorials are 

not customized for each learner but instead are 
completely static. Because the situation and 

requirement will be different for all learners, it is 
difficult for the content creator to consider all 

possibilities and cover all cases with one video. 
In this research, we analyze in depth the factors 
that influence how well users understand a video 

tutorial and succeed in following it. We perform 
studies using Photoshop tutorials with 16 
participants. We identify that there are generally 

four possible sources that raise confusion and 
difficulties when following the software tutorial 
videos: the user, the software (Photoshop), the 

tutorial, and the interaction between the user and 
the tutorial. 
 

2. Related Work 

2.1 Text, Image and Video-based Tutorials 
Previous research has introduced a wide range of 
systems to improve online text or image-based 

tutorials. A number of approaches incorporated 
users’ input on a tutorial by integrating community 
feedback [4] or automatically tracking users’ traces 

when following a tutorial [1].  Other approaches 
enabled users to utilize the tutorials in more 
effective ways such as by analyzing multiple 

tutorials to support browsing of tutorials [3, 16] or 
embedding users’ images in tutorials [2]. 
Nowadays, the form of tutorials has evolved to 

videos, where people benefit from detailed visual 
information. Researchers have introduced a 
number of approaches to improve the video 

tutorials such as labeling each step of how-to 
videos [5] or enabling various interaction 
techniques when navigating through videos [6]. 

Our work aims to understand the unique 
challenges that occur in following video tutorials, 
which provide benefits over text or image-based 

tutorials but also difficulties at the same time. 
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2.2 Software Tutorial Videos 
Video demonstrations of software are popular 
sources of help [8, 13] as they provide detailed 
information on input and mouse movements in 

complex software. There have been efforts to make 
software tutorial videos more interactive by making 
videos responsive to users’ click on the video [7], 

automatically pausing and playing the video in 
response to users’ actions on applications [8], and 
identifying UI elements in videos so that users can 

directly interact with them [11]. Some approaches 
captured demonstrations of the community to 
provide alternative ways of completing tasks [12] 

and to recommend workflows [10]. Researchers 
also have explored ways to improve the use of 
videos, such as contextually presenting appropriate 

videos to reduce the loads of navigation [14] or 
segmenting screen-capture videos into steps using 
application commands and input events [15]. We 

aim to understand the challenges that occur in 
following software tutorial videos and thus provide 
insights for a better interface and design of the 

tutorial system.  
 

3. Study Design 
To examine the factors that affect how well 

learners follow a video tutorial, we recruited 16 
participants and observed their behavior when 
following a Photoshop tutorial. Participants ranged 

from the age of 20 to 40 and with diverse levels of 
background knowledge of Photoshop [Table 1]. 
We first conducted a survey to collect their 

personal factors. 
Personal factors include: 

x OS of the device used 

x Photoshop version 
x language setting of Photoshop 
x proficiency in Photoshop 

Based on the survey, we separated the participants 
into two groups: novice (12) and intermediate (4) 
users. This was based on their self-reports on their 

proficiency as well as how often they use 
Photoshop and 4 other questions related to 
Photoshop functionalities. Then, each participant 

was given a video tutorial of Photoshop which 
applies an effect on an image. Two different videos 

were used and each video was assigned to 8 users 
respectively [Table 2].  

Participants were given about 45 minutes to follow 
the tutorial. They were encouraged to speak aloud 
their thoughts on how they perceive and follow the 

tutorial during the session, especially when they 
apply what they just saw from the tutorial. 
Participants’ screens were recorded and a researcher 

took down notes on what they said. Once the 
participants completed the tutorial or the time went 
over 45 minutes, we did an interview for 15 minutes 

about their overall experience of the task and how 
we could improve the tutorial itself. Participants 
were compensated with \10,000 for their 

participation. 

Table 1. Information of participants  

  Novice 

(12) 

Intermediate 

(4) 

OS 
Windows 9 2 

macOS 3 2 

Version 

Photoshop 
CC 2017 

9 3 

Photoshop 
CC 2018 

1 1 

Photoshop 

CS6 

2 0 

Language 
setting 

English 6 2 

Korean 6 2 

 

Table 2. Information of videos used in the study  

 Video 1 (v1) Video 2 (v2) 

Outcome 

  

OS / 

Version 

Windows /  

Not found 

macOS / 
Photoshop CC 

2014 

Language 

setting 
English English 

Length 5m 52s 4m 52s 
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Purpose 
Watercolor 

painting effect 
Double 

exposure effect 

Remark 
Visual 

information on 

keystrokes 

Descriptive 
audio 

explanation 

Link 
youtu.be/zJ8R3e

gJ_84 
youtu.be/Mbf-

QXCCXgM 

4. Results 
Participants generated diverse outcomes with 
varying time [Table 3]. For the first tutorial, 4 out 
of 8 successfully finished tutorial, while 6 out of 8 

finished the second tutorial. 

Table 3. Diverse outcomes with varying time 

 Success Failure 

v1 

  
31m 07s Over 45m 

v2 

  
18m 48s Over 45m 

 
There were many variations in the performance of 

the participants: the outcome they produced, the 
time taken, and whether succeed in following the 
tutorial. By analyzing the screen recordings, the 

notes taken during the session and the interviews, we 
could see that there were 4 main sources where 
confusion could occur: Tutorial, User, Software, 

and Interaction [Figure 1]. 
 

 
Figure 1  Sources where confusion occurs 

 

4.1 Tutorials 
Visual 
Software like Photoshop or Premiere Pro has lots of 
icons and menus in them. However, because 
software tutorials often capture the whole screen, it 

is unlikely that small text or icons in it are visible 
clearly. We found that users often wanted parts of 
the screen to be enlarged in cases such as when 

clicking icons or menus, or typing a parameter 
value. Subtitles could be an additional aid here.  

 
Also, there are many important features in the 
borders of software such as the top menus or icons 

at the bottom. However, video interfaces like titles 
or the progress bar often hide them so that users 
are not able to identify the important features well. 

 
Explanation 
There were some contents that were not explained 
by the creators of the tutorials. These include 
factual contents like the shortcuts they used or their 

customized setting, and also explanatory 
descriptions like how to fill the background with 
white. 

 
Users also pointed out that the lack of information 
about each step made them confused. Being not 

aware of the purpose of each step made it harder 
for them to find alternative ways. Users wanted to 
know what the subgoal of each step was as well as 

exactly where they are at in the whole process. 
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4.2 User 
Behavior  
Users sometimes behaved differently to the tutorial 

without knowing it. They skipped some parts, 
usually the fast parts, and didn’t know what caused 
problems. Also, they were unlikely to notice small 

differences such as the order of layers or 
lock/visible options of layer, which made them 
think that something else has caused a problem. 

 
Background knowledge 
Creators of the tutorial sometimes assume that 
users know something. However, the lack of 

background knowledge or basic concepts makes it 
hard for users to understand the task and figure 
out what caused the problem. Users often wanted 

more information about basic concepts such 
as what a layer is or what a particular function 
does.  

Table 5. Results of users with their success status 

 success failure 

Novice (12) 6 6 

Intermediate (4) 4 0 

 
Not surprisingly, intermediate users were all able to 
succeed, while half of the novice users failed in 

following the tutorial completely [Table 5].  This 
shows that prior or background knowledge 
influences how well one follows a tutorial. 

 
The above points – Behavior and Background 
knowledge of users – can be considered as a 

problem of tutorials (4.1), since lack of information 
in tutorials can lead to users’ misbehavior and 
misunderstanding. However, instead of 

distinguishing users’ points from tutorials’ points, 
we examine how difference in users’ behavior and 
background knowledge can affect how well they 

follow the tutorials. 
 

4.3 Software 
OS 
Tutorials often cover only certain operating systems 
(OS), while users watching the tutorial might use 
different types of OS.  Different OS can have a 

different user interface of the software as well as 

different ways to execute a function. In the study, 
OS difference was a problem when an author of 

the tutorial used shortcut keys by telling which 
keys they used. For example, “command and click” 
only works on macOS while it should be done with 

“ctrl and click” in Windows. 
 
Version 
Usually, a different version of the software has a 

different user interface or different functionalities. 
In the study, there was a case where a different 
version had a different interface. When customizing 

brush setting, the initial way the brush is shown 
and the menus of setting were different [Table 6].  

 
Language setting 
The difference in the language setting was a big 
problem for the users. When the language of the 

software in the tutorial is different from the 
language in the users’ software, they tended to map 
the menus by their position but this didn’t work in 

some cases. Some menus were sorted in 
alphabetical order, so then users tried to find the 
most similar word, but some of them struggled to 

translate and find the most appropriate word. Then 
they searched for it on the internet or used a 
dictionary. However, there were still cases where 

users felt that the translated word was awkward.  

Table 6. Version difference makes UI difference 

Photoshop CC 2017 

(Windows) 

Photoshop CC 2018 

(Windows) 

 

 
 

Table 7. Different language setting has an inconsistent 
position rationale 

English setting   Korean setting 
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[Table 7] shows an example of the inconsistency in 
translating words. In the blue box in the first row, 

the position of each menu item is maintained when 
the items are translated, while in the red box the 
items are in alphabetical order and so their Korean 

counterparts changed positions to maintain the 
Korean alphabetical order.  However, in the second 
row, while the names of brushes are in alphabetical 

order in English, their positions remain the same 
after they are translated into Korean. 
 
Customized setting 
Customized settings of the user interface or 

shortcuts might also cause conflicts when following 
tutorials. If there are any customized settings in the 
software used, users should be aware of those 

settings and see if there are any conflicts between 
their settings and the tutorials. Customized setting 
of the tutorial itself is also an important factor that 

users should know, which is mentioned in 
Tutorial-Explanation. 

 

4.4 Interaction 
Types of information from video tutorials 
Video tutorial has many types of information such 
as subtitles, audio explanation, visual cues, and 
mouse track. Users felt looking at all information 

simultaneously was difficult. At the same time, they 
also felt that subtitles and audio explanations are 
both needed. They preferred audio for some 

explanations like what/why we are doing, and 
subtitles for key information. 
 

Applying tutorial to software  
Users had to apply what they learn from the 
tutorial to the actual software they are using. In 

this process, they found switching between the 
video tutorial and Photoshop inconvenient. Some 
of them opened two windows in one screen while 

others opened them at two separate screens. They 
felt there were too many pauses and plays 
interaction. Also, users using separate screens 

sometimes forgot what they just saw so that they 
had to replay the same part many times. 

 

5. Discussion & Conclusion 
We have analyzed in detail the factors that 

influence how well users follow a video tutorial: 
Tutorial, User, Software, and Interaction. With the 
identified factors, researchers and practitioners 

could come up with a design that tackles the 
source(s) of confusion. For example, a ‘Video Tree’ 
can be suggested, which is a system where the 

video tutorial is segmented into a sequence of steps 
and users can mark confusion points and suggest 
improvements for the explanations in each 

segmented video. This approach can improve the 
explanation part in Tutorial as well as the 
Background knowledge part in User. Other factors 

that are mentioned in this study could also be 
considered. A new design to tackle the problem of 
language differences in tutorials or a new interface 

that supports better interactions between the user 
and the tutorial can be proposed. 
 

Because there still exist lots of limitations on the 
effectiveness of video tutorials, we believe working 
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on solving each of the challenges will be 
meaningful for the improvement of human-video 

interactions. 
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	요약문
	인공지능이 발전하면서 딥러닝 기반의 얼굴 감정 인식 관련 연구가 활발하게 이루어지고 있다. 그러나 기존 감정 인식 모델은 주로 제한된 환경 (예: 동일한 얼굴 각도, 조도 등) 에서 수집된 데이터를 대상으로 학습 및 검증되었기 때문에, 다양한 변수가 존재하는 실제 환경에서는 정확도가 낮을 수 있다. 이에 본 논문에서는 Data Augmentation 기법을 적용한 감정 인식 모델 개발 Framework를 제안한다. 제안 Framework는 다음의 5 가지 단계로 나눌 수 있다. 1) 주행 환경에서 수집된 소량의 Target Data로 Facial Landmark를 검출한다. 2) Facial Landmark간의 거리 및 각도를 통해 얼굴 각도의 Variation을 추정한다. 3) 영역별 Pixel 값으로 조도의 Variation 을 추정한다. 4) 추정된 Variation을 기반으로 Data Augmentation 정책을 추천한다. 5) 추천된 정책으로 Data 증강한다. Data Augmentation의 효용성을 검증하기 위해, 다양한 변수가 고려된 상황에서 수집된 K-Face DB를 대상으로 제안 모델의 정확도를 검증한다. 실험을 통해 기존의 Dataset만 학습할 때 대비 제안된 모델의 성능이 향상된 것을 확인하였다. 향후 본 연구를 바탕으로 주행 환경이 아닌 다양한 환경에서도 적용 가능한Data Augmentation 정책 추천 기술에 대해 연구하고자 한다.
	주제어
	감성기반 인공지능 서비스, 감정 인식 서비스, Data Augmentation
	최근 자율 주행 자동차가 발전으로 탑승자의 여가 시간 증가하여 인카 엔터테인먼트 (in-car entertainment) 서비스에 대한 관심이 급증하고 있다. 탑승자와 적극적으로 상호작용하는 서비스의 형태로, 자동차가 탑승자의 감정을 이해하고 분석해 이에 적합한 동작을 수행하는 서비스가 각광을 받고 있다. 최근 다양한 분야에서 심층 신경망 (Deep Neural Network) 적용으로 감정 인식 기술 수준이 상당히 발전했지만, 낮은 조도 등 다양한 성능 저하 요인이 존재하는 실제 환경에서는 강건하게 동작하지 않는다 [1]. 특히, 차량 환경은 일반적인 환경과는 달리 탑승자의 앉은 키 차이로 인한 다양한 각도, 특이 환경(가로등, 터널, 밤, 낮)으로 인한 다양한 조도 등을 고려해야 하기 때문에 실제 차량 환경에서 기존 감정 인식 모델을 적용하는 데에 한계가 있다. 나아가, 실제 주행 환경에서 수집된 감정 데이터셋 종류와 양이 적어 주행 환경에 적합한 감정 인식 모델을 개발하기 어려운 실정이다. 따라서, 주행 환경에서 강건한 감정 인식 모델을 개발하기 위해서는 해당 환경에 적합한 Data Augmentation 기술 적용에 대한 연구가 필요하다. 
	본 논문에서는 주행 환경에 적합한 Data Augmentation 기반 운전자 감정 인식 모델 개발 Framework를 제안하고, 해당 모델과Data Augmentation기법을 적용하지 않은 기존 감정 인식 모델의 정확도를 비교 분석하여 Data Augmentation 기법 적용의 효용성을 검증하고자 한다.
	Data Augmentation 기반 운전자 감정 인식 모델 개발 Framework는 크게 5 가지 단계, 1) Facial Landmark 검출 2) Facial Landmark 기반 얼굴 각도 추정 3) Pixel 값 기반 조도 추정 4) 최적 Data Augmentation 기법 추천 5) 추천된 기법을 통한 데이터 증강 및 학습으로 나눌 수 있다. 
	Haar-like feature 기반의 Cascade Classifier를 활용하여, 이미지 내의 얼굴 및 Facial Landmark의 위치를 검출한다. 
	Facial Landmark 좌표 간의 각도 및 거리를 기반으로 Head Pose를 추정한다. 그림 1과 같이 얼굴 각도의 세 가지 방향 (Yaw, Pitch, Roll) 각각에 대해 기울어진 각도의 범위를 추정한다.
	그림 1 얼굴 각도의 3 가지 방향
	이미지 범위 별 Pixel의 크기의 평균을 산출하여, 조명의 각도 및 세기를 추정한다. 좌우 영역의 Pixel 값의 차이로 조도의 각도를 추정하고, 전체 Pixel 값의 평균으로 조도의 세기를 추정한다.
	기존 Training Dataset에서 추출된 얼굴 각도 및 조도의 Variation과 Target Dataset에서 추출된 Variation의 차이를 기반으로 최적 Data Augmentation 기법을 추천한다.
	그림 2 최적 Data Augmentation 정책 추천 예시
	기존 Training Data 에 추천된 Augmentation 기법을 적용하여 Augmented Dataset 생성한다.
	본 장에서는 Data Augmentation 기법을 적용한 후 감정 인식 모델의 정확도 향상 여부를 검증하는 실험 과정, 환경 및 데이터 설명을 서술한다.
	구현 및 실험은 Intel Core i7, NVDIA GeForce GTX 1080 Ti가 탑재된 PC내의 Python 3.6 환경에서 수행되었다.
	Data Augmentation의 효용성을 검증하기 위해 그림 3과 같이2가지 Approach로 나눠 실험을 진행하였다.
	Approach 1은 Data Augmentation기법을 적용하지 않고 기존 제한된 환경에서 수집된 Training Data만을 학습하여 감정 인식 모델을 개발한다.
	Approach 2는 주행 환경에서 수집된 소량의 Target Data에서 주행 환경에 적합한 Data Augmentation 기법을 선정한 후, 해당 기법을 적용하여 가상의 얼굴 이미지 데이터를 생성한다. 그 후 생성된 Augmented Dataset과 기존 Training Dataset을 학습하여 Data Augmentation 기반 운전자 감정 인식 모델을 개발한다.
	마지막으로, 다양한 얼굴 각도, 조명 각도, 조명 세기 등의 변수가 고려된 환경에서 수집된 Test Data를 대상으로 각 Approach에서 개발된 모델의 정확도를 비교 분석한다.
	그림 3 Data Augmentation의 효용성 검증을 위한 실험 과정
	실험에서는 모델 학습을 위한Dataset은 총 3가지1) Training Dataset, 2) 주행 환경에 적합한 최적 Data Augmentation정책 추출을 위한 Target Dataset, 3) 다양한 변수가 고려된 환경에서 수집되어 실제 환경과 유사한 Test Dataset 이 사용된다. 
	 Training Dataset: ‘FER-2013’은 Google Image Search API로 수집된 데이터셋으로 7가지 감정 클래스 (화남, 싫음, 두려움, 행복, 슬픔, 놀람 그리고 무표정)를 가지고 있다[2]. 총 35,887개의 48*48 Gray Scale 이미지로 구성되어 있으며 Train용 28,709개 Validation용 3,589개 Test용 3,589개로 나눠져 있다. 본 논문에서는 Train용 이미지에 해당하는 28,709 개의 이미지를 사용해 학습을 진행한다.
	 Target Dataset: 실제 주행 환경에서 수집된 Dataset으로 총 606개의 이미지로 구성되어 있다 [3]. 실제 주행 환경에서 수집되어, 주행 환경에서 발생 가능한 변수를 고려한 데이터셋이다 [6]. 
	 Test Dataset: ‘K-Face DB’ 는 한국정보화진흥원에서 제공하는 한국인 얼굴 이미지 데이터셋이다. 3가지 감정 클래스 (happy, neutral, disgusting)을 가지고 있으며, 촬영 각도 20종, 조명 30종, 액세서리 6종, 해상도 3종을 포함하여 총 12,960,000개의 이미지로 구성된다. 이 중에서 차량 환경에 적합한 조명 세기 및 밝기, 촬영 각도를 기준으로 필터링하여, 5000개의 이미지를 Test Dataset으로 사용한다 [5]. 
	Target Data와 Training Data 내의 Variation을 비교한 결과는 그림 4와 같다. 각 변수의 확률 밀도 함수를 비교한 결과, “Yaw”, “Pitch”, “밝기”, “상하 밝기 대비”, “Zoom-in”에서 유의미한 차이를 보였다. 해당 변수들에 해당하는 Data Augmentation 기법 추천하여, Training Data를 증강하였다.
	그림 4 변수 별 확률 밀도 함수 비교
	 정확도 산출 기준: 다. 본 논문에서는 Train용 이미지에 해당하는 28,709 개의 이미지를 사용해 학습을 진행한다. (Training Dataset 의 감정 개수를 Test Dataset 과 일치하도록 Training Dataset을 조정함)
	 정확도 산출 결과: 다. 본 논문에서는 Train용 이미지에 해당하는 28,709 개의 이미지를 사용해 학습을 진행한다.
	 정확도 산출 결과는 그림 5와 같으며, 각 감정에 대해 본 논문에서 제안한 모델의 성능이 기존 대비 향상됨을 확인하였다.
	본 논문에서는 Data Augmentation 기반 운전자 감정 인식 모델의 성능 향상 실험을 통해 주행 환경의 감정 인식 분야에 Data Augmentation 기법의 적용 방안에 대한 고찰을 하였다. 실험 결과, Data Augmentation 적용한 결과 소량의 Target Data만으로 기존 모델 대비 성능 향상된 것을 확인하였다. 이는 감정 인식의 Data Augmentation 기법 적용 관련 연구에 유의미한 근거가 될 수 있다.
	추가적으로, 본 연구는 주행 환경의 데이터셋에서 실험되었지만, 향후 다양한 분야에 적용 가능한 최적 Data Augmentation 정책 추천 기술 관련 연구를 수행하고자 한다.
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	1. 서론
	사전 정보가 전혀 존재하지 않는 상황에서 사용자의 위치를 추정하면서 동시에 지도를 작성하는 슬램(Simultaneous Localization and Mapping)은 주로 증강 현실과 자율 주행, 그리고 로봇 분야에서 연구 되고 있다. PTAM[1]이 추적과 지도 작성 기능을 쓰레드로 분리하여 실시간으로 카메라를 추적하고 지도를 작성하게 되면서 슬램은 비약적으로 발전하기 시작하였고, RGB-D 카메라나 관성 측정 장비와 같은 추가 정보를 이용하...
	기존의 슬램[2,3]은 점, 선, 면과 같은 저차원 특징을 이용하여 지도를 작성하였으나, 텍스처가 부족한 환경, 무늬가 반복되는 환경, 조명이 변화하는 환경 등에서 특징점 매칭 실패로 인하여 카메라 추적을 실패하게 된다. 그리고, 실제 환경에 존재하는 물체에 대한 정보를 알지 못하기에 물체가 움직이는 경우 트래킹을 실패하게 된다. 또한, 이들은 특징점 또는 이미지의 음영을 기반으로 맵을 생성하고, 이는 실제 공간의 기하 정보를 부분적으로 복원하게...
	최근에는, 이와 같은 단점들을 해결하기 위해 고차원의 특징을 이용하기 시작하였다. 대표적인 고차원 특징으로는 의미론적 분할 방법을 이용하여 실제 환경의 물체를 인식하고 슬램 지도에 물체 정보를 추가하는 연구와 평면을 추정하여 실내 공간의 구조를 추정하는 연구 등이 존재한다[7,8]. 객체 인식을 고차원 특징으로 이용하는 연구는 복도 환경 등과 같은 텍스처가 부족한 환경에서 문, 의자와 같은 물체를 인식하여 지도에 의미를 추가함으로써 슬램의 성능을...
	그림 1. 시스템 구성도.
	5세대 이동 통신과 같은 무선 네트워크 기술의 발전과 함께 슬램에 네트워크를 결합하려는 다양한 시도들도  나타나고 있다. Thusabantu et al. [11]는 IoT 기기의 데이터를 이용하여 슬램으로 위치를 추정하는 연구가 수행되었다. Stotko et al.[12]는 서버-클라이언트 구조를 실내 공간 복원 기법에 적용하여 성능이 좋은 서버에서 실내 공간 복원을 수행하고 등록하여 비교적 성능이 떨어지는 클라이언트들은 복원된 결과만 전송받고 ...
	우리는 모바일 환경에서 고차원 특징을 적용하기 위해 네트워크 기반의 슬램 프레임워크를 제안한다. 오픈 소스로 공개중인 DeepLab V3와 ADE20K 데이터셋, Cityscape 데이터셋을 이용하였으며, 별도의 서버를 통하여 API의 형태로 세그멘테이션 결과를 전송받을 수 있도록 하였다. 이 세그멘테이션 결과는 SLAM과 결합하여 모바일 환경에서도 하드웨어 성능의 영향을 받지 않고 고차원 특징을 구성하여 슬램 지도에 의미를 추가할 수 있었다.
	우리의 컨트리뷰션은 다음과 같다.
	● 기기의 성능의 영향을 받지 않고 실시간으로 고차원 특징을 이용하기 위한 네트워크 기반의 슬램 프레임워크를 제안한다.
	● 제안하는 구조를 통해 기기의 성능이 제한된 상황에서 고차원 특징을 슬램과 결합하여도 실시간 성능을 유지하면서 슬램이 동작하였다.
	2. 본문
	이번장에서, 우리는 네트워크를 통해 의미론적 분할 결과를 전송하기 위한 서비스를 구성하는 방법과 의미론적 분할 결과를 슬램에 적용하여 고차원 특징을 구성하는 방법을 설명한다.
	제안하는 시스템은 그림1과 같이 네가지 모듈로 구성되어 있다. 슬램 모듈은 기존과 동일하게 트래킹, 매핑, 루프 클로징으로 구성되어 있다. 네트워크 모듈은 기기의 영상 등 고차원 특징을 구성하기 위한 입력값을 전달하고 서비스에서 결과값을 전송받는 기능을 수행하며 서비스 모듈은 입력받은 값을 처리하고 결과값을 반환한다. 변환 모듈은 서비스에서 전달받은 결과들을 취합하여 고차원 특징을 구성하는 역할을 수행한다. 고차원 특징을 구성하기 위한 서비스...
	그림 2. 고차원 특징 변환 과정
	제안하는 슬램 프레임워크는 네트워크를 통해 전송받은 의미론적 분할 결과를 이용하여 고차원 특징으로 변환하는 과정을 수행한다. 시스템은 바닥, 벽, 천장, 책상과 같은 평면 영역을 우선 분리하여 실내 공간의 구조를 파악한다. 그 후, 평면 위의 물체를 고려하여 슬램에 반영한다.
	그림2는 고차원 특징 변환 과정을 설명한다. 원본 이미지를 서비스에 전송하면 윗열의 오른쪽 그림과 같이 분할 결과를 전송받는다. 아랫열 왼쪽 그림은 전송 받은 결과로부터 바닥, 벽, 책상을 마스킹하여 분리한 결과를 보여준다. 아랫열 오른쪽 그림은 바닥과 책상의 평면 기하 정보를 추정하고 슬램에 반영한 결과를 보여 주고 있으며 파란색 선은 책상과 바닥이 분리된 결과를 보여주고 있다.
	3. 결론
	이 연구는 모바일과 같이 하드웨어 성능이 제한된 상황에서 네트워크를 통해 고차원 특징을 구성하고 슬램에 반영하기 위한 연구로, 우리는 연구를 통해 모바일 환경에서는 수행하기 힘든 의미론적 분할을 서비스 형태로 전달받아 실시간을 유지하며 슬램에 반영하는 새로운 슬램 프레임워크를  제안하였다.
	향후, 현재 연구를 이용하여 확장가능하며 교체가능한 형태의 슬램 프레임워크를 제안하고, 이를 통해 능동적 슬램 지도를 구성하는 방법을 연구하고자 한다. 기존의 슬램은 실제 환경의 변화를 이해하여 지도에 즉각적으로 적용하지 못하고 변화된 이후의 상황을 특징점 매칭이 실패하는 경우 아웃라이어로 간주하여 제거하는 수동적인 성질을 가지고 있다. 능동적 슬램은 지도의 변화 가능성을 의미론적 분할, 행동 인식, 맥락 인지, 자연어 처리 등의 다양한 서비스가...
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