
Teaching a New Dog Old Tricks: 
Resurrecting Multilingual Retrieval 

Using Zero-shot Learning
Sean MacAvaney, Luca Soldaini, Nazli Goharian

sean@ir.cs.georgetown.edu · https://macavaney.us · @macavaney

To appear at ECIR 2020 (short paper)
arxiv.org/abs/1912.13080

mailto:sean@ir.cs.georgetown.edu
https://macavaney.us/
https://arxiv.org/abs/1912.13080


In IR we have a wide variety of datasets 
for training/evaluation of ad-hoc search.

“Wide” Datasets
(with many queries but few judgments)

E.g., MS-MARCO

“Deep” Datasets
(with few queries but many judgments)

E.g., TREC Robust

Domain Variety
News Article Search
e.g., TREC News Track

Web Document Search
e.g., TREC WebTrack / ClueWeb

Complex Answers
e.g., TREC CAR

Etc.



Well, at least we do in English…
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The amount and diversity of 
non-English IR resources is low.

Language Speakers * Wide Datasets 
# queries

Deep datasets 
# queries

Domains Public Ad-hoc 
Benchmarks

English ~1.1B millions thousands News, Web, QA, 
Medical, …

MS-MARCO, 
TREC, …

Chinese 
Mandarin

~1.1B ~500k 300 News, Web Sogou-QCL, 
TREC, NTCIR

Hindi ~620M 0 200 News FIRE

Spanish ~530M 0 206 News TREC, CLEF

French ~280M 0 333 News CLEF

Arabic ~270M 0 75 News TREC

Bengali ~270M 0 200 News FIRE

Russian ~260M 0 62 News CLEF

Portuguese ~230M 0 146 News CLEF

Indonesian ~200M 0 0 - -

4* 2019 SIL Ethnologue



Recent trends in ad-hoc retrieval

• Neural models based on contextualized language 
models are very effective at document ranking.
• E.g., Use classification mechanism of BERT to rank 

documents (i.e., “Vanilla BERT”)

• These models can be either trained on suitably 
large “deep” datasets or “wide” datasets.

• Trained & evaluated on English datasets!
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Research Questions

Can neural ranking methods be applied across 
languages to overcome scarcity of resources?

Can we take advantage of contextualized language 
models trained on multiple languages for this task?

Are old evaluation datasets in languages other than 
English still suitable for evaluation?
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Experiment: Zero-shot Multilingual Retrieval
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Step 1: Pre-Train contextualized language 
model on massive amount of multi-lingual data.

• We use the pretrained bert-base-multilingual-cased 
model, which uses Wikipedia text from the largest 104 Wikipedias.

• Trained both with Masked Language Model (MLM) and Next Sentence 
Prediction (NSP) objectives.
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Step 2: Fine-tune model to predict relevance 
based on English relevance pairs.

• Trained using pairwise loss, to learn to rank relevance documents higher 
than non-relevant documents.

• Optimizing score from language model’s [CLS] representation

TREC Robust 2004
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Step 2: Fine-tune model to predict relevance 
based on English relevance pairs.

Document 2: …Today, Colombian 
Prosecutor General Gustavo de Greiff
said the U.S. Government is not 
interested in supplying evidence to 
condemn  the chiefs of the drug 
trafficking mafia because it does not 
trust Colombian justice…

Query: International Organized Crime

Document 1: ...This is the ninth 
and last time I will appear before 
you to fulfill my constitutional 
obligation of addressing you at the 
beginning of each legislative 
period to deliver a message on 
administrative matters…
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Step 3: Test by retrieving and re-ranking
queries/documents for other languages.

Query: Oposición Mexicana al TLC

• Initial retrieval using approach such as BM25.
• Using proper stemming/preprocessing per language.
• Using language model’s classification technique.
• Referred to as “Vanilla BERT”

Document 5: …roberto mercado los negociadores de 
colombia , mexico y venezuela mantuvieron una reunion los …

Document 4: …roberto mercado la semana anterior se 
celebro en monterrey la conferencia internacional cuatro…

Document 3: …un estudio de heritage foundation indica
que sera dificil la aprobacion del tratado de libre comercio… 

Document 2: …la administracion de bill clinton presionara
al gobierno mexicano para reabrir la negociacion del… 

Document 1: …representantes sindicales de mexico
informaron hoy que iniciaran un referendum en todo el pais…
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Experiment - Datasets

• We train on the following dataset

• We test on the following datasets
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Dataset # Topics # Judgments Document Collection
TREC Spanish 3 25 19k 58k news articles from 

LDC2000T51TREC Spanish 4 25 13k

TREC Mandarin 5 26 16k 130k news articles 
from LDC2000T52TREC Mandarin 6 28 9k

TREC Arabic 2001 25 23k 384k news articles 
from LDC2001T55TREC Arabic 2002 50 38k

Dataset # Topics # Judgments Document Collection
TREC Robust 2004 
(English)

249 311k 528k news articles 
from TREC Disks 4+5



Traditional baseline methods:
Probabilistic, Query Expansion, Query Likelihood
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Baseline neural approaches:
PACRR (soft n-grams), KNRM (soft matching freq.)
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Multi-lingual Vanilla BERT significantly and 
consistently outperforms baseline rankers.
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The trend holds across metrics…
Precision @ 20
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The trend holds across metrics…
Mean Average Precision
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Query expansion significantly improves recall in the 
Spanish dataset.
Since in these experiments, Vanilla BERT re-ranks 
BM25, it doesn’t benefit from this boost to MAP.



The trend holds across languages…
Mandarin
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The trend holds across languages…
Arabic
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Observations:
• Traditional approaches vary wildly in their 

effectiveness across languages.
• Other neural approaches consistently under-

perform (or perform comparably to) BM25.
• Multilingual Vanilla BERT significantly improves 

upon BM25 in almost all cases.
• The datasets are still effective for evaluating recent 

neural ranking approaches (top 20):
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Does adding in-language data help?

• Experiment: Few-Shot setting
• Interleave examples from target language in 

training data (using other evaluation dataset for 
each language)
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(Another view of the data from previous slides.)



Adding some in-language relevance
samples often helps.
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Future work
• We do not know if these models would perform better 

when trained on a suitable amount of in-language data.

• We do not know how well this works on low-resource 
languages.

• Our experiments used news documents.
Are there considerations to make for other domains?
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Concurrent work

• Peng Shi, Jimmy Lin. Cross-Lingual Relevance 
Transfer for Document Retrieval. arxiv:1911.02989 
• Similar observations to ours
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- New neural ad-hoc ranking approaches can be trained cross-lingually
- Contextualized language models pre-trained on multiple natural 

languages can be fine-tuned on English relevance samples
- Multilingual collections still exhibit a high proportion of judged docs
- Additional relevance samples in target language can further help

BERT graphic from Jay Alammar, http://jalammar.github.io/illustrated-bert/
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Extra Slides
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BERT document encoding

[CLS] <all query toks> [SEP] 
<batched doc toks> [SEP]

To work around maximum lengths imposed by BERT’s 
positional embeddings (512), we batch segments of 
the document (always with entire query).
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Linear layer atop [CLS] to 
produce ranking score



Convenient Observation

Although contextualized language 
models require a considerable amount 
of text to train effectively,
you can just use the document 
collection for this purpose if another 
resource does not exist.
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bert-base-multilingual-cased

• 12-layer, 768-hidden, 12-heads, 110M parameters
• ~120k WordPiece tokens (English BERT has ~30k)
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