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ABSTRACT
1 Item batch denotes a consecutive sequence of identical items
that are close in time in a data stream. It is a useful data stream
pattern in cache, burst detection, APT detection ,etc. Basic item
batch measurement tasks include membership, cardinality, time
span and size. Currently, there is no algorithm tailored for item
batch measurement. The greatest challenge lies in accurately esti-
mating the time gap between two consecutive identical items. In
this paper, we propose Clock-sketch, a framework that introduces
the well-known CLOCK algorithm into item batch measurement.
The methodology of Clock-sketch is to clean outdated information
as much as possible, while guaranteeing that the information of all
items visited within the time window T is preserved. We conduct
experiments on three real-world datasets that feature in item batch
pattern. We compare the accuracy and throughput performance
of our Clock-sketch against the state-of-the-art and two naive ap-
proaches without using Clock-sketch technique. Results of item
batch activeness show that Clock-sketch outperforms the state-of-
the-art SWAMP in generating 50 times less false positive rate when
memory is small. All source codes are open-sourced and released
at Github.

CCS CONCEPTS
• Theory of computation→ Sketching and sampling; • Infor-
mation systems→ Data streams.
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1 INTRODUCTION
1.1 Background and Motivations
As the world grows interconnected, massive data transmission
has become pervasive in financial markets [8, 17], social network
[30] and web information retrieval [34]. Studying the pattern of
data streams, i.e., the internal correlation between items, can lead to
better understanding of data. We focus on an important data stream
pattern, namely item batch, and we are the first to study the pattern
of item batch. 2 Given a threshold T and the time series of item
𝑎 (i.e., the 𝑖𝑡ℎ item 𝑎𝑖 arrives at 𝑡𝑖 ), if time gap between (𝑡𝑖−1, 𝑡𝑖 )
and (𝑡 𝑗 , 𝑡 𝑗+1) is larger than T and gap between (𝑡𝑘 , 𝑡𝑘+1) is smaller
than T for any 𝑘 = 𝑖, 𝑖 + 1, ..., 𝑗 − 1, then items {𝑎𝑖 , 𝑎𝑖+1, ..., 𝑎 𝑗 } form
a batch 𝐵𝑎 . Given an item batch 𝐵𝑎 , if all items have left for at
least time T , we call it inactive, and these information is outdated.
Otherwise, we call it active. Basic item batch measurement includes
activeness, cardinality (the number of active item batches at a time),
time span, and size (the number of items contained). The following
are four common cases where item batch measurements can make
a real difference.
Case 1 - Cache: Cache flow is formed by a sequence of memory
fetching requests. Each memory fetching request is an item. Two
memory fetching requests with the same key are regarded as iden-
tical items. And an item batch is a continuous visit on the same key.
Item batch measurement results can provide beneficial a knowledge
for cache prefetching and help improve cache replacement policies.
On one hand, item batch measurement can help prefetching and
increase cache hit for periodical item batches. By observing the
starting time and time span of each item batch, we are able to find

2The definition of batch in item batch is different from Batch SGD in streaming data
[11, 12]. In this case of machine learning, a model is trained with a subset of data in
the data stream each time and does not differentiate the categories between these data.
However, in our item batch problem, we study batches of different categories.
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item batches with periodical patterns. Therefore, prefetching an
item from a periodical item batch into the cache can realize cache
hit for all items in this item batch. On the other hand, item batch
measurement can help optimize Least Frequently Used (LFU) princi-
ple. For example, LFU stores items in cache only depending on their
historical frequency, and frequent items in the past will occupy
cache memory and hold new items out. With the help of item batch
measurement, we can find inactive item batches whose frequency
records are still high and evict these items to make space for new
incoming items. Another example is that LFU puts weight one on
each incoming item. Thus items from larger item batches are not
likely to be inserted into cache soon. With historical knowledge
of the size of past item batches, we will be able to judge whether
an incoming item belongs to a large item batch. If we change the
weight of replacement from one to the size of its past item batches,
larger incoming item batches will encounter fewer cache misses.
Case 2 - Burst detection: Burst detection in data streams is a hot
topic and has wide applications in text stream mining [21], bursty
topic mining [36], and trading volumes monitoring [39]. Current
work include [21, 36, 39]. These work studies different burst detec-
tion problems. For example, [21] detects bursty topics in text stream
based on a given topic, and [32] detects lasting and abrupt bursts
in linear time. However, none of these work supports per-flow (all
items identical to 𝑎 forms a per item flow of 𝑎) burst detection in
real-time, which is an important topic in flow control and informa-
tion retrieval. With the help of item batch measurements, we will be
able to carry out per distinct item burst detection in real-time. For
example, when detecting bursts in a financial transaction stream,
each transaction is an item. Two transactions with the same sender
are regarded as identical items. A simple approach is to define bursts
as item batches with high density, i.e., those with larger size but a
smaller span. Further, by recording burst items, we will be able to
find frequently appeared burst items, which can be reported and
dealt with individually.
Case 3 - APT detection: Advanced Persistent Threat (APT) is a
cyber threat that poses great harm to the information security of
enterprises, government, and other organizations [15, 19, 33]. APT
generally uses low frequency and small scale flows so that it is hard
to be detected by traditional security measures. When detecting
APT in a network data stream, each L-4 packet is an item. Two
L-4 packets with the same header (e.g., source IP, destination IP,
source Port, destination Port, Protocol) are regarded as identical
items. APT can be viewed as a kind of suspicious per item flow in
the data stream. APT features in small size per batch, long time gap
between every two batches, and a large number of batches in total.
With the help of item batch measurement, we will be able to detect
suspicious flows and analyze this flow in the application layer.
Case 4 - Online advertisement: The online advertising is esti-
mated to be a $230 billion industry [28]. The data stream is gener-
ated when customers click on different commodities through web
pages. In the click stream of online advertisements, each click con-
tains information of the customer’s IP address, the commodity type
and the clicking time, etc.. Each click is an item. Two clicks with the
same customer’s IP address and commodity type are regarded as
identical items. An item batch is formed when continuous clicks on
the same type of commodity happen. Such item batches imply the

consumption habits of specific users: everlasting item batches indi-
cates the user’s enduring interest in specific commodity types, while
new item batches indicate a new focus of a customer. Additionally,
if we only study item batches belonging to a single customer, fur-
ther information can be revealed: customers who only keep a few
active item batches at a time are more focused on shopping, while
those who keep a lot of active item batches simultaneously appear
more aimless in shopping. Therefore, it would be more lucrative
to deliver targeted advertisement of specific commodity types to
the first kind of people and deliver a different of new products and
popular series to the second kind of people.

From the above cases, it is clear that item batch is most helpful
when it comes in real-time. For instance, in use case 1 of cache, real-
time measurement results can help carry out replacement policy at
once, thus minimizing cache miss; In use case 2 of burst detection,
a collision of bursts may cause congestion in network. Real-time
measurement results can help analyze the cycle of periodic bursts,
and manage the traffic to avoid future burst collision.

1.2 Our Solution
The major challenges of item batch measurement are: 1. efficiently
record comprehensive information of item batches with small time
and space overhead 2. detect and clean out-dated information (i.e.,
information of inactive batches) in time.. This calls for an estima-
tion of the gap between every two consecutive identical items in
the data stream. Currently, there is no algorithm tailored for item
batch measurements. A straightforward solution is to use a circular
queue to store all item IDs and time records (64 bits) of all items
within a time window T . Though this approach can provide an
accurate result, it requires too much memory because of both the
high volume of data streams and the large number of item batches.
We aim to design a compact data structure that stores neither item
IDs nor time records to fit into CPU caches [38].

In this paper, we introduce the well-known CLOCK [13] algo-
rithm into item batch measurement for the first time, and propose
a framework named Clock-sketch. The key idea of CLOCK is con-
servative cleaning: preserving information of all items that are
visited within time window T and only outdated information can
be cleaned. However, CLOCK still leaves outdated information, i.e.,
information of inactive item batches. For example, when using one
bit clock cell, CLOCK cleans all non-frequent items that are not
visited within 2T (detailed in Section 2.2), but may wrongly pre-
serve items that are visited beyond T and within 2T . We define
such time period as the error window. Items in the error window
may generate false positive errors when querying the activeness of
item batches.

The methodology of Clock-sketch is to clean outdated informa-
tion as much as possible, while guaranteeing that the information
of all items visited within time window T is preserved. To clean
outdated information as much as possible, we need to reduce the
impact of error window in item batch measurements. There are two
strategies: enlarging the clock cell size and increasing the number
of hash functions in the sketch. On the one hand, a larger clock cell
shrinks the size of error window. Clock-sketch uses 𝑠-bit clock cell
and accelerates the circular cleaning speed. This shrinks the error
window from T to T

2𝑠−2 , far smaller than that of one-bit clock cells.
On the other hand, more hash functions lower the impact of items



in the error window. In a sketch, information of each item will be
inserted into 𝑘 ≥ 1 randomly chosen cells which will be all used
later for the query. Cleaning any of the 𝑘 cells will eliminate the
existence/footprints of the item in the sketch. Given an item 𝑎𝑖 , it
will be preserved in the sketch for an extra time 𝛿𝑡 (𝑎𝑖 ) beyond T .
In other words, the error incurred by item 𝑎𝑖 lasts 𝛿𝑡 (𝑎𝑖 ). 𝛿𝑡 (𝑎𝑖 ) is
related to the distance between the hash positions and position of
the clock hand. Using more hash functions will lead to a smaller
expectation of 𝛿𝑡 (𝑎𝑖 ) (see Figure 3). In summary, more clock bits
(larger 𝑠) requiring more memory usage leads to smaller error win-
dow size; more hash functions (larger 𝑘) requiring more memory
usage, leading to smaller 𝛿𝑡 of each item in the error window. There-
fore, given a fixed size of memory, there is a balance of parameters
𝑠 , 𝑘 to minimize the measurement error. In this paper, we study the
best choice of parameters 𝑠 and 𝑘 through mathematical proofs in
Section 5 and verify it by experiments in Section 6.
The major contributions of this paper are as follows:
1. This is the first work to generalize item batch pattern from various
data stream applications.
2. We introduce CLOCK algorithm to measure item batch compre-
hensively.
3. We provide concrete mathematical analysis and extensive exper-
imental results.

1.3 Main Experimental Results
We test our Clock-sketch on three real-world datasets which feature
in item batch pattern and carried out experiments on both count-
based and time-based item batch definition. In measuring item
batch activeness, our Clock-sketch outperforms the state-of-the-
art SWAMP in generating 50 times less false positive rate. The
results are comparative in the other three tasks.All related codes
are open-sourced and available at Github anonymously [5].

2 RELATEDWORK
2.1 Item Batch Measurement
Currently, no work is specially designed for item batch measure-
ment. However, some algorithms for sliding window measurement
can be introduced into activeness and cardinality task.

2.1.1 Algorithms for item batch activeness.

The Time-Out Bloom Filter (TOBF) [22] uses an array of times-
tamps. For insertion, it sets the 𝑘 hashed locations as current time
𝑡𝑐𝑢𝑟 . For query, if any of the 𝑘 hashed timestamp is inactive (i.e.,
earlier than 𝑡𝑐𝑢𝑟 − T ), it reports an inactive item batch. Otherwise,
it returns true.
The Timing Bloom filter (TBF) [37] uses a wraparound counter
array to record arrival time instead of recording timestamps directly.
Every time an item is inserted, TBF scans a piece of the array to
remove inactive time records.
Sliding Window Approximate Measurement Protocol
(SWAMP) [7] uses a cyclic queue and a Tiny Table[16]. The cyclic
queue records the fingerprints of the latest𝑤 items. The Tiny Table
records the frequency of distinct items in the latest 𝑤 items. For
insertion, the oldest fingerprint in the cyclic queue is replaced and
tuples concerned are updated in the Tiny Table.

2.1.2 Algorithms for item batch cardinality.

The Counter Vector Sketch (CVS) [27] uses an array of totally
𝑛 counters. For insertion, it sets the values of 𝑘 hashed counters to
maximum 𝑐 . Afterward, it randomly chooses several counters and
decrements them by 1. For query, if 𝑢 among all 𝑛 counters are non-
zero, the reported cardinality shall be 𝑢𝑙𝑛𝑛𝑢 . CVS falls short in the
error induced by the randomness in picking counters to decrement.
The Timestamp-Vector algorithm (TSV) [20] uses an array of
totally 𝑛 timestamps. For insertion, it sets the hashed counters
to current time 𝑡𝑐𝑢𝑟 . For query, it counts the number of active
timestamps (i.e., timestamps no earlier than 𝑡𝑐𝑢𝑟 − T ) in the array,
denoted as 𝑢. The reported cardinality is also 𝑢𝑙𝑛𝑛𝑢

2.2 CLOCK
CLOCK [13] is a classic cache policy proposed by Frank Corbat’o et
al.. CLOCK has wide applications in operating systems [13, 18, 23],
databases, and file systems [9]. Cache memory is commonly orga-
nized as an array of uniformly-sized units known as page counters,
just suited for storing a page extracted from the external memory.
CLOCK views this array of pages as a cyclic queue and attaches a
reference bit [13] to each page counter. What’s more, CLOCK uses
an additional thread called clock hand to cyclically update each
reference bit and corresponding page counter information that it
traverses. Suppose the cycle of clock hand traversing is T . Pages
that are visited again within T time will always get a cache hit,
while pages not visited again beyond 2T time will be automatically
cleaned from the cache, clearing space for other incoming pages.

The clock hand update andmemory fetch events are independent.
The clock hand update is performed at a predefined constant speed
(i.e., T for a cycle). In the meantime of a memory fetch, the cleaning
process is still performing. In order to save space, we suppose both
the memory fetch and the clock hand update happen at time 𝑡1 and
𝑡2 in Figure 1. At time 𝑡1, a cache hit happens at counter 5 and the
clock hand traverses counter 0. Upon the cache hit, the reference bit
of counter 5 updates to 1, while the information in the page counter
remains. Upon the clock hand traversal, the clock hand meets a
counter whose reference bit is 1. It changes the reference bit into 0,
and the page counter remains intact. At time 𝑡2, a memory fetch is
directed to counter 7 and the clock hand traverses counter 3. Upon
the memory fetch, a new page 𝑝𝑎𝑔𝑒7 is fetched from the external
memory. The page counter stores 𝑝𝑎𝑔𝑒7 and the attached reference
bit is set to 1. Upon the clock hand traversal, the clock hand meets
a counter whose reference bit is 0. It clears the page information
stored in page counter 3.

3 ALGORITHM
3.1 Preliminaries and Problem Statement
Preliminaries on item batch model: Item batch is a data stream
model. A data stream is an infinite sequence of items (allowing
duplication). An item batch is defined as a group of same items in
the data stream, where the time gap between each two adjacent
items is below a predefined threshold T . Threshold T can be either
time-based (containing items in a time window with T time units,
e.g., 10 ms) or count-based (containing T items, e.g., 1, 000, 000
items). These two kinds of definitions are equal when the data
stream passes at a constant speed.
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Figure 1: Insertions and updates of basic CLOCK (one reference bit version)

Common sketch model: In recent years, sketches have become
popular data structures to deal with data stream [24–26, 29, 31]. Our
Clock-sketch can work with a series of sketch algorithms, which we
summarize as a common sketch model. The common sketch model
is an array of cells (called sketch cells). Each cell can be either a
bit, a counter, a timestamp, or a combination of them. Several hash
functions are used to hash each item into several cells, called hashed
cells. To insert an item into the sketch, the hashed cells of this item
are updated. The query of an item depends on all information stored
in all hashed cells.

Table 1: Notations used in the rest of the paper.

Notation Meaning
𝑎 an item in the data stream
𝑎 the item batch that 𝑎 belongs to
𝑡𝑐𝑢𝑟 current time
T size of a sliding window
𝑛 number of sketch\clock cells in a sketch

𝑠𝑐 [𝑖] the 𝑖𝑡ℎ sketch cell in the sketch
𝑐𝑐 [𝑖] the 𝑖𝑡ℎ clock cell in the clock array
𝑘 number of hash functions
𝑠 number of bits in a clock

3.2 Clock-Sketch Framework
Data Structure: Clock-sketch is a common sketch model with a
clock-like structure. Each sketch cell in the model is attached with
an extra 𝑠 bit cell, named as the clock cell. The cell array is viewed
as a cyclic queue, and a cleaning pointer sweeps through the clock
cells as time passes. The value in a clock cell is initialized as the
maximum value, 2𝑠 − 1, and will decrement by 1 when the pointer
sweeps through it. Different from CLOCK [13], we preserve the zero
value of clock cells as the valid flag. When the value is decremented
to zero, we think the sketch cell is invalid and clean the stored
information. Figure 4 gives an example of how Clock-sketch works:
Insertion: Given an incoming item, we first calculate the hash
functions and get the hashed cells, then update the cells. The sketch
cells are updated according to the sketch model, and the clock cells
are set to 2𝑠 − 1.
Query: The query process is the same as the sketch model. We
only refer to the information stored in sketch cells.
Cleaning process: A cleaning pointer cyclically sweeps through
the clock cells. Specifically, the cleaning pointer first points at the
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Figure 2: Impact analysis of items in the error window
first cell in the array and sweeps through each clock cells one by
one. After the last cell of the array is swept through, the pointer
will point at the first cell again. For each clock cell, the pointer
decrements the value by 1. When the value of a clock cell reaches
zero, we clean the information stored in the corresponding sketch
cell. The cleaning process is parallel to the insertion or query. For a
time-based Clock-sketch, a clock cell is processed after a certain
number of time units pass, and for a count-based Clock-sketch, it is
processed after a certain number of items are inserted. For a sliding
window with size of T , to make sure that items in the time window
will not be cleaned, the time for the pointer to sweep through the
whole array should be T

2𝑠−2 .

3.3 Error Analysis
The error in Clock-sketch is generated mainly from two aspects.
The first aspect is the hash collision between active items, which
is the intrinsic flaw brought by the sketch model. If all hashed
cells of an item are the hashed cells of other items, then the stored
information of it may be overwritten or biased. 3

The second aspect is the effect of outdated items that is not
cleaned timely. To guarantee that any item in the time window will
not be cleaned, the hashed cells of each item can be swept through
by the cleaning pointer no more than 2𝑠 − 2 times. As a result, the
size of the time window should be at most 2𝑠 −2 times the size of the
time for the cleaning pointer to circle the array. However, the items
appear in a small time span before the time window is outdated,
but their hashed cells may not be swept through 2𝑠 − 1 times, so
that they may not be considered outdated. The time span before the
sliding time window is called as the error window, and its size is

3The Bloom filter [10] uses an array of bits which are initially 0. There are 5 hash
locations for each item in the array. When an item 𝑎 arrives, it sets all 5 bits to 1. For
an item which hasn’t appeared, if only 3 of its hashed locations are set to 1 by other
items, the algorithm still returns false because the remaining 2 bits are still 0. However,
if all 5 bits are set to 1 due to hash collision, the algorithm will return yes, which is a
biased answer.
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the time for the pointer to circle the array (i.e., T
2𝑠−2 ). Figure 2 is an

example of outdated items. Item 𝑎 only appears in the error window,
and may incur error in the measurement. Item 𝑏 only appears in
the standard window and has no outdated information. Item 𝑐

appears in both the error window and the standard window, which
may incur error in some applications (e.g., item batch activeness
measurement) while not in other applications (e.g., item batch size
measurement).
Effect of parameter 𝑘: Figure 3 gives an example of an item in
the error window for a Clock-sketch using 𝑘 = 1 hash functions or
using 𝑘 = 4 hash functions. The item in the error window will not
be cleaned as long as any one of 𝑘 hashed cells is not swept through
by the cleaning pointer in the last circle. Suppose the cleaning
pointer sweeping through one of the item’s hashed cell for the first
time happens 𝑑𝑒𝑙𝑡𝑎𝑡 time after the item is inserted, then the item
will be kept in Clock-sketch for T + 𝑑𝑒𝑙𝑡𝑎𝑡 . The larger 𝑘 is, the
smaller 𝑑𝑒𝑙𝑡𝑎𝑡 is expected to be, and there is less possibility that a
outdated item is still kept in Clock-sketch.
Effect of parameter 𝑠: 𝑠 is the number of bits for each clock cell.
A larger 𝑠 can reduce the size of the error window, thus reduce
the error from outdated items. However, for a fixed memory of
Clock-sketch, a larger 𝑠 means that each clock cell consumes more
memory, and the number of cells should be reduced to meet the
memory requirement. For the sketch model, the smaller the number
of cells is, the larger the possibility of a hash collision is.

Under the restriction of limited memory and a fixed sliding
window size, we want to select the optimal 𝑘 and 𝑠 to minimize
the error in measurements. In Section 5, we show how to pick the
optimal 𝑘 and 𝑠 for specific measurement tasks.

4 APPLICATION
In this section, we showcase how clock framework can work to-
gether with the sketch data structure for basic item batch measure-
ments. In order to save space, we only demonstrate pseudocode
of item batch cardinality. The pseudocode of all algorithms are
released in the technical report in [6]

4.1 Item Batch Activeness
Item batch activeness denotes whether or not an item batch is
currently active. Specifically, an item batch 𝐵𝑎 is active if and only
if an item 𝑎 shows up within the past time window T . We use the
Bloom filter[10] with Clock-sketch framework to detect item batch
activeness. We attach an 𝑠-bit clock cell to each cell (i.e., a bit) in
the Bloom filter. Noticing the fact that each cell is 1 if and only if
its corresponding clock cell is non-zero and vice versa, we can omit

the cell array and save one bit for each bucket. Therefore, a query
can be conducted based on the zeroness and nonzeroness of the
clock array.
Data structure: It contains an 𝑛-clock cell array, 𝑐𝑐 [0], 𝑐𝑐 [1], ...,
𝑐𝑐 [𝑛 − 1] and 𝑘 hash functions 𝐻1, 𝐻2, ..., 𝐻𝑘 . Each clock cell is
composed of 𝑠 bits. All clock cells are initially set to 0.
Insert:When an item 𝑎 arrives at the current time 𝑡𝑐𝑢𝑟 , we calculate
𝑘 hashed locations 𝑙1, 𝑙2, ..., 𝑙𝑘 by 𝑙𝑖 (𝑎) = 𝐻𝑖 (𝑎)%𝑛(𝑖 = 1, 2, ..., 𝑘).
Then we update the value to 2𝑠 − 1 at the 𝑙𝑡ℎ1 , 𝑙𝑡ℎ2 , ..., 𝑙𝑡ℎ

𝑘
clock cells.

Besides, we use an additional thread to circularly scans the whole
array at the speed of T

2𝑠−2 per cycle. The thread decreases any clock
cell with a positive value by one each time.
Query: To query the activeness of item batch 𝐵𝑎 , we find the 𝑘
clock cells corresponding to item 𝑎. If all clock cells have non-zero
values, the return value is positive, i.e., 𝐵𝑎 is an active item batch.
Otherwise, the return value is negative, i.e., 𝐵𝑎 is an inactive item
batch.

4.2 Item Batch Cardinality
Item batch cardinality denotes the number of currently active item
batches. Specifically, if there are 𝑥 different items within the past
time window T , the current item batch cardinality is 𝑥 . We use the
Bitmap[35] with Clock-sketch framework to measure item batch
cardinality. We attach an 𝑠-bit clock cell to each cell (i.e., a bit) in
the Bitmap. Same to the Bloom filter, we can omit the original cell
of the Bitmap and only depend on the zeroness and nonzeroness of
the clock cell array during query.
Data structure: It contains an 𝑛-clock cell array, 𝑐𝑐 [0], 𝑐𝑐 [1], ...,
𝑐𝑐 [𝑛 − 1] and one hash function 𝐻1. Each clock cell is composed of
𝑠 bits. All clock cells are initially set to 0.
Insert:When an item 𝑎 arrives at the current time 𝑡𝑐𝑢𝑟 , we calculate
one hash location 𝑙1 by 𝑙1 (𝑎) = 𝐻1 (𝑎)%𝑛. Then we update the value
to 2𝑠 − 1 at the 𝑙𝑡ℎ1 clock cells. Besides, we use an additional thread
to circularly scans the whole array at the speed of T

2𝑠−2 per cycle.
The thread decreases any clock cell with a positive value by one
each time.
Query: To query the cardinality of item batch 𝐵𝑎 , we count the
numbers of clock cells whose value are 0, denoted as 𝑢.The Bitmap
gives the maximum likelihood estimation to data stream cardinality
as: −𝑛 ln 𝑢

𝑛 .

4.3 Item Batch Time Span
Item batch time span denotes the time gap between the first item
of 𝐵𝑎 and the current time 𝑡𝑐𝑢𝑟 . We remodel the Bloom filter[10]
to fit item batch time span measurement. By changing each sketch
cell of the Bloom filter from a bit to a 64-bit timestamp, we will be
able to record the arriving time of the first item 𝑎 in item batch 𝐵𝑎 .
Data structure: It contains an 𝑛-clock cell array, 𝑐𝑐 [0], 𝑐𝑐 [1], ...,
𝑐𝑐 [𝑛 − 1], 𝑛-sketch cell array, 𝑠𝑐 [0], 𝑠𝑐 [1], ..., 𝑠𝑐 [𝑛 − 1] and 𝑘 hash
functions 𝐻1, 𝐻2, ..., 𝐻𝑘 . Each clock cell is composed of 𝑠 bits and
each sketch cell is a 64-bit timestamp. All clock cells are initially
set to 0 and all sketch cells are initially set to 0.
Insert:When an item 𝑎 arrives at the current time 𝑡𝑐𝑢𝑟 , we calculate
𝑘 hashed locations 𝑙1, 𝑙2, ..., 𝑙𝑘 by 𝑙𝑖 (𝑎) = 𝐻𝑖 (𝑎)%𝑛(𝑖 = 1, 2, ..., 𝑘).
Then we update the value to 2𝑠 − 1 at the 𝑙𝑡ℎ1 , 𝑙𝑡ℎ2 , ..., 𝑙𝑡ℎ

𝑘
clock cells.

If the sketch cell 𝑠𝑐 [𝑙𝑡ℎ
𝑖
] is 0, then we set it to the current time
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Figure 4: Insertion and update of Clock-sketch, using 8-bit clock cell
𝑡𝑐𝑢𝑟 . Besides, we use an additional thread to circularly scans the
whole array at the speed of T

2𝑠−2 per cycle. The thread decreases
any clock cell with a positive value by one each time. Once the
value of 𝑐𝑐 [𝑖] (𝑖 = 1, 2, ..., 𝑛) is decreased to 0, then we set 0 to the
𝑠𝑐 [𝑖] (𝑖 = 1, 2, ..., 𝑛).
Query: To query the time span of item batch 𝐵𝑎 , we find the 𝑘
hashed clock cells and sketch cells corresponding to item 𝑎 at the
current time 𝑡𝑐𝑢𝑟 . If all clock cells have non-zero values, the life
span exists. Then we get the newest time (i.e., time closest to 𝑡𝑐𝑢𝑟 )
𝑡𝑏𝑒𝑔𝑖𝑛 in the 𝑘 sketch cells as the beginning time of the item batch
𝐵𝑎 . The time span can be represented by the value of 𝑡𝑐𝑢𝑟 − 𝑡𝑏𝑒𝑔𝑖𝑛 .

4.4 Item Batch Size
Item batch size denotes the number of items in a currently active
item batch 𝐵𝑎 . Specifically, it measures the number of duplicate
items 𝑎 between the arrival of the first item in 𝐵𝑎 and the current
time. We use the Count-Min sketch [14] with clock framework
to measure item batch size. We attach an 𝑠-bit clock cell to each
sketch cell (i.e., a counter) in the Count-Min sketch. Information of
count values in cells remains valid as long as their corresponding
clock cell values are non-zero. Therefore, a cell is able to record the
number of items within an item batch. On the other hand, when
the clock cell counts down to zero, the information in the sketch
cell is immediately erased, indicating the end of an item batch.
Data structure: It contains an 𝑛-clock cell array, 𝑐𝑐 [0], 𝑐𝑐 [1], ...,
𝑐𝑐 [𝑛 − 1] and an 𝑛-sketch cell array, 𝑠𝑐 [0], 𝑠𝑐 [1], ..., 𝑠𝑐 [𝑛 − 1] and
𝑘 hash functions 𝐻1,𝐻2,...,𝐻𝑘 . Hash function 𝐻𝑖 is attached to 𝑖𝑡ℎ
𝑛-counter array (𝑖 = 1, 2, ..., 𝑑). Each clock cell is composed of 𝑠 bits,
and each sketch cell is a counter. The size of the counter depends
on the actual size of the window in applications. All clock cells and
sketch cells are initially set to 0.
Insert:When an item 𝑎 arrives at the current time 𝑡𝑐𝑢𝑟 , we calculate
𝑘 hashed locations 𝑙1, 𝑙2, ..., 𝑙𝑘 by 𝑙𝑖 (𝑎) = 𝐻𝑖 (𝑎)%𝑛(𝑖 = 1, 2, ..., 𝑘).
Then we increase the value of the 𝑐𝑐 [𝑙𝑖 ] (𝑖 = 1, 2, ..., 𝑘) by 1. And
we update the value to 2𝑠 − 1 at clock cell 𝑐𝑐 [𝑙𝑖 ] (𝑖 = 1, 2, ..., 𝑑).
Besides, we use an additional thread to circularly scans the whole
array at the speed of T

2𝑠−2 per cycle. The thread decreases any clock
cell with a positive value by one each time. Once the value of the
𝑐𝑐 [ 𝑗] (𝑖 = 1, 2, ..., 𝑛) is decreased to 0, we set 0 to the sketch cell
𝑠𝑐 [ 𝑗] (𝑖 = 1, 2, ..., 𝑛).
Query: To query the size of item batch 𝐵𝑎 , we find the 𝑘 sketch cells
corresponding to item 𝑎. Firstly, we calculate 𝑘 hashed locations

𝑙1, 𝑙2, ..., 𝑙𝑑 by 𝑙𝑖 (𝑎) = 𝐻𝑖 (𝑎)%𝑛(𝑖 = 1, 2, ..., 𝑑). Then we get the 𝑘
sketch cells 𝑠𝑐 [𝑙𝑖 ] (𝑖 = 1, 2, ..., 𝑘). The minimal value among the 𝑘
counters is the estimation of the item batch size.

5 MATHEMATICAL ANALYSIS
Wedemonstrate how to choose the best clock size 𝑠 in the above four
applications. We give an analysis on count-based window T , which
is same to time-based window when all items in the data stream
arrive at a constant speed. The time span of a stream is subject to
an exponential distribution with parameter 𝜆1. The number of new
streams that are generated in one unit of time is 𝑛0, and the size of
a stream subject to an exponential distribution with parameter𝜆2.

5.1 Item Batch Membership
Item batch membership denotes whether an item belongs to a cur-
rent active item batch. We use BF+clock to measure it. Suppose that
the cell number of BF+clock is 𝑛, the number of hash functions is
𝑘 , the size of the time window is T , and the number of bits per cell
is 𝑠 . Our goal is to minimize the false positive rate 𝑓 (𝑠) while the
memory𝑀 = 𝑛𝑠 is fixed.

Considering the interruption of outdated elements, the total
number of active elements is T (1 + 1

2𝑠−2 ). Since only half of the
hash mappings of outdated elements are valid (not cleaned up),
there are 𝑘T (1 + 1

2(2𝑠−2)) valid hash mappings in total, So the FPR
is:

𝑓 (𝑠) = (1 − (1 − 1
𝑛
)𝑘T(1+ 1

2(2𝑠−2) ) )𝑘 ≈ (1 − 𝑒−
𝑘T(1+ 1

2(2𝑠−2) )
𝑛 )𝑘 (1)

Similar to the usual bloom filter, the optimal k is 𝑛𝑙𝑛2
T(1+ 1

2(2𝑠−2) )
.

Then

𝑓 (𝑠) ≈ 2−𝑘 = 2
− 𝑛𝑙𝑛2

T(1+ 1
2(2𝑠−2) ) (2)

Plug 𝑛 = 𝑀
𝑠 , and we get

𝑓 (𝑠) ≈ 2−𝑘 = 2
− 𝑀𝑙𝑛2

T𝑠 (1+ 1
2(2𝑠−2) ) (3)

Since 𝑠 = 2, 3, ..., it is obvious that f(s) gets its minimum when
𝑠 = 2, which is:

𝑓 ∗ ≈ 2−𝑘 = 2−
3𝑀𝑙𝑛2
8T ≈ 0.8351

𝑀
T (4)

For comparison, the FPR of TBF is:

𝑔 = 𝑂 (0.6185
𝑀

T𝑙𝑜𝑔T ) (5)



We can see that our algorithm is superior to TBF by a scale of
𝑙𝑜𝑔T .

From equation (4), in order to achieve an FPR of 𝜖 , the memory
our algorithm needs is:

𝑀1 (𝜖) ≈
8

3𝑙𝑛2
T 𝑙𝑜𝑔2

1
𝜖
≈ 3.8472T 𝑙𝑜𝑔2

1
𝜖

(6)

For comparison, in order to achieve a FPR of 𝜖 , the memory that
SWAMP needs is:

𝑀2 (𝜖) > T 𝑙𝑜𝑔2
T
𝜖

(7)

Our algorithm is also superior to SWAMP by a scale of 𝑙𝑜𝑔T . Let
T = 216

𝑀2 (𝜖) > 16T 𝑙𝑜𝑔2
1
𝜖

(8)

So we can see that our algorithm is significantly superior to TBF.

5.2 Item Batch Cardinality
Item batch cardinality denotes how many different members have
arrived during the last time window. We use Bitmap+clock to mea-
sure it. Assume that the cell number of Bitmap+clock is 𝑛, the
number of hash functions is 𝑘 , the size of time window is T , and
the number of bits per cell is 𝑠 . Our goal is to minimize the rela-
tive error 𝑅𝐸 (𝑠) while the memory 𝑀 = 𝑛𝑠 is fixed. Considering
the interruption of outdated elements, an upper bound of the total
number of active elements is

𝑚0 =𝑚(1 + 1
2𝑠 − 2

) (9)

Assume that the number of 0 in Bitmap is 𝑢, then the output of
our algorithm𝑚1 is:

𝑚1 = −𝑛 𝑙𝑛𝑢
𝑛

(10)

It is easy to see that the probability of “a certain cell of Bitmap
is 0” is (1 − 1/𝑛)𝑚0 ≤ 𝑒−

𝑚0
𝑛 , so

𝑛𝑒−
𝑚
𝑛 ≤ 𝐸 (𝑢) ≤ 𝑛𝑒−

𝑚0
𝑛 (11)

Therefore, the probability of “the relative error of a single measure
is greater than ( 1

2𝑠−2 + 𝜖)” 𝑃 (𝑠, 𝜖) satisfies :

𝑃 (𝑠, 𝜖) ≤ 𝑃𝑟 ( |𝑚1 −𝑚0 | > 𝜖𝑚)

≤ 𝑃𝑟 ( |𝑢 − 𝐸 (𝑢) | > 𝑛𝑒−
𝑚
𝑛
(1+ 1

2𝑠−2 ) (1 − 𝑒−
𝑚𝜖
𝑛 )

≤ 𝑃𝑟 ( |𝑢 − 𝐸 (𝑢) | > 𝑛𝜖
4
)

(12)

Use Hoeffding Bound, and we see that:

𝑃 (𝑠, 𝜖) ≤ 𝑃𝑟 ( |𝑢 − 𝐸 (𝑢) | > 𝑛𝜖
4
) ≤ 2𝑒−

𝑛𝜖2
8 (13)

Let 𝜖 =
√

8
𝑛 𝑙𝑛(

2
𝛿
), then the equation below satisfies with a proba-

bility of not less than 1 − 𝛿 :

𝑅𝐸 (𝑠) ≤ 1
2𝑠 − 2

+
√

8
𝑛
𝑙𝑛( 2

𝛿
) (14)

Plug 𝑛 = 𝑀
𝑠 :

𝑅𝐸 (𝑠) ≤ 1
2𝑠 − 2

+
√

8𝑠
𝑀
𝑙𝑛( 2

𝛿
) (15)

5.3 Item Batch Time Span
Item batch time span denotes how long an active item batch has
last. We use BF+clock with timestamp to measure it. Assume that
the cell number of BF+clock with timestamp is 𝑛, the number of
hash functions is 𝑘 , the size of the time window is T , the number
of bits per cell is 𝑠 , and the number of bits per timestamp is 𝑡 (in
our experiment, 𝑡 = 64). Our goal is to minimize the error rate 𝑓 (𝑠)
given that the memory 𝑀 = 𝑛(𝑠 + 𝑡) is fixed. In BF+clock with
timestamp the error rate consists of two parts: the first part 𝑓1 (𝑠) is
caused by hash collision, and the second part 𝑓2 (𝑠) is caused by the
interruption of outdated elements. Then:

𝐹 (𝑠) ≤ 𝑓1 (𝑠) + 𝑓2 (𝑠) (16)

Assume that when the generation and extinction of streams
come into a balance, the number of active streams is 𝑥 , then the
average number of streams that disappears in one unit of time is
𝜆1𝑥 due to the property of exponential distribution. So 𝜆1𝑥 = 𝑛0,
that is

𝑥 =
𝑛0
𝜆1

(17)

First we consider 𝑓2 (𝑠). 𝑓2 (𝑠)consists of two parts :
a) The stream generated before (1 + 1

2𝑠−2 )T time ago, and
disappears in the time range of (T , (1+ 1

2𝑠−2 )T ]. Since there
are 𝑥 active streams at (1+ 1

2𝑠−2 )T time. Assume the number
of streams that disappear during that period is 𝑥1, then

𝐸 [𝑥1] = 𝑥 (1 − 𝑒−
𝜆1T
2𝑠−2 ) (18)

b) The stream both generates and disappears in the time range
of (T , (1 + 1

2𝑠−2 )T ]. Assume the number of streams that
disappear during that period is 𝑥2, then

𝐸 [𝑥2] =
T

2𝑠−2−1∑
𝑖=0

𝑛0 (1 − 𝑒−𝜆1 (
T

2𝑠−2−𝑖) ) ≈ T
2𝑠 − 2

− 1 − 𝑒−𝜆1
T

2𝑠−2

𝜆1
(19)

The probability of “the stream satisfying either of the two condi-
tions above will make the query result wrong” is 1

𝑘+1 , so

𝑓2 (𝑠) =
𝑥1 + 𝑥2

(𝑥1 + 𝑥2 + 𝑥) (𝑘 + 1) (20)

We can see that 𝑥1 + 𝑥2 is much smaller than 𝑥 when 𝑠 is not too
small, so 𝑓2 (𝑠) is approximately linear to 𝑥1 and 𝑥2, so

𝐸 [𝑓2 (𝑠)] ≈
𝐸 [𝑥1] + 𝐸 [𝑥2]

(𝐸 [𝑥1] + 𝐸 [𝑥2] + 𝑥) (𝑘 + 1) (21)

Then we consider 𝑓1 (𝑠). the valid hash mapping of streams is at
most 𝑘 (𝑥 + 𝑥1 + 𝑥2). Similar to normal BF, we can get

𝑓1 (𝑠) ≈ (1 − 𝑒−
𝑘 (𝑥+𝑥1+𝑥2 )

𝑛 )𝑘 (22)

Finally, plug 𝑥 and 𝑛 = 𝑀
𝑠+𝑡 , and we get:

𝐹 (𝑠) = 𝑓1 (𝑠) + 𝐸 [𝑓2 (𝑠)]

≈ (1 − 𝑒−
(𝑠+𝑡 )𝑘 (𝑛0 (2𝑠−2)+𝜆1T)

𝑀𝜆1 (2𝑠−2) )𝑘 + 𝜆1T
(𝜆1T + 𝑛0 (2𝑠 − 2)) (𝑘 + 1)

(23)
Plug the concrete value of 𝜆1, 𝑀, 𝑘, 𝑡,T , 𝑛0 in experimental con-

ditions, and we get that the optimal s generally lies in [8, 64], and
it increases as𝑀 increases and T decreases.



5.4 Item Batch Size
Item batch size denotes how many members an active item batch
has. We use CM+clock to measure it. Assume that the cell number
of a CM+clock array is n, the number of arrays is 𝑘 , the size of time
window is T , the number of bits per cell is 𝑠 , and the number of
bits per counter is 𝑏 (in our experiment, 𝑏 = 16). Our goal is to
minimize the relative error given that the memory𝑀 = 𝑘𝑛(𝑠 + 𝑡) is
fixed. Since the real value of size is fixed, minimizing the relative
error is equivalent to minimizing the absolute error 𝑓 (𝑠). Ignoring
the interruption of outdated elements, there are two types of error:
First, before the stream of an element 𝑒 starts, its counters may not
be 0. Second, after the stream of 𝑒 starts, its counters may be in
collision with other streams. Assume that when the stream of 𝑒
starts, the value of 𝑖 − 𝑡ℎ counter of 𝑒 is 𝑋𝑖 , and after the stream of
𝑒 starts, the second-type error of 𝑖 − 𝑡ℎcounter of 𝑒 is 𝑌𝑖 . Then

𝑓 (𝑠) =𝑚𝑖𝑛(𝑋1 + 𝑌1, 𝑋2 + 𝑌2, ..., 𝑋𝑘 + 𝑌𝑘 ) (24)

Assume that when the generation and extinction of streams
come into a balance, the number of active streams is 𝑥 , then the
average number of streams that disappears in one unit of time is
𝜆1𝑥 due to the property of exponential distribution. So 𝜆1𝑥 = 𝑛0,
that is

𝑥 =
𝑛0
𝜆1

(25)

In one counter array, these streams have 𝑥 hash mappings, so
the probability of “a certain cell of counter array is not 0” is 1 −
(1 − 1/𝑛)𝑥 ≈ 1 − 𝑒−

𝑥
𝑛 . We can assume that 𝑥

𝑛 =
𝑛0
𝑛𝜆1

is far less
than 1 so that it is almost impossible that one cell is simultaneously
used by two streams before the stream of a certain element e starts.
Therefore, in the condition that this cell is non-zero its value subject
to an exponential distribution with parameter 𝜆2. So, for any 𝑖 =
1, 2, ...𝑘

𝑃𝑟 (𝑋𝑖 > 𝑚) = (1 − 𝑒−
𝑥
𝑛 )𝑒−𝜆2𝑚,∀𝑚 > 0 (26)

and the expectation of 𝑋𝑖 is

𝐸 [𝑋𝑖 ] = (1 − 𝑒−
𝑥
𝑛 ) 1
𝜆2

(27)

Since 𝑥
𝑛 =

𝑛0
𝑛𝜆1

is far less than 1, we have:

𝐸 [𝑋𝑖 ] ≈
𝑛0

𝑛𝜆1𝜆2
(28)

Then we consider 𝑌𝑖 . We can assume that when measuring, the
time span of the stream of 𝑒 , 𝑡 (𝑒), subject to an exponential distri-
bution with parameter𝜆1. Since 𝑡 (𝑒) elements arrive during 𝑡 (𝑒)
time, we can get:

𝐸 [𝑌𝑖 ] =
𝐸 [𝑡 (𝑒)]
𝑛

=
1
𝑛𝜆1

(29)

So

𝐸 [𝑋𝑖 + 𝑌𝑖 ] ≈
𝑛0 + 𝜆2
𝑛𝜆1𝜆2

(30)

Apparently, 𝑋𝑖 +𝑌𝑖 is non-negative, so according to Markov inequal-
ity :

𝑃 (𝑓 (𝑠) > 𝑐 𝑛0 + 𝜆2
𝑛𝜆1𝜆2

) = 𝑃 (𝑋𝑖 + 𝑌𝑖 > 𝑐𝐸 [𝑋𝑖 + 𝑌𝑖 ])𝑘 ≤ 𝑐−𝑘 ,∀𝑐 > 1

(31)

Plug 𝑛 = 𝑀
𝑘 (𝑠+𝑏) :

𝑃 (𝑓 (𝑠) > 𝑐 𝑘 (𝑠 + 𝑏) (𝑛0 + 𝜆2)
𝑀𝜆1𝜆2

) ≤ 𝑐−𝑘 ,∀𝑐 > 1 (32)

Note that we have not take the interruption of outdated elements
into consideration. Similar to bf+clock with timestamp, we know
that the probability of “there is an interruption of outdated element,
and it makes the query result wrong” is 𝜆1T

(𝜆1T+𝑛0 (2𝑠−2)) (𝑘+1) . So, af-
ter taking the interruption of outdated elements into consideration,
we have:

𝑃 (𝑓 (𝑠) > 𝑐 𝑘 (𝑠 + 𝑏) (𝑛0 + 𝜆2)
𝑀𝜆1𝜆2

)

≤ 𝑐−𝑘 + 𝜆1T
(𝜆1T + 𝑛0 (2𝑠 − 2)) (𝑘 + 1) ,∀𝑐 > 1

(33)

Plug the concrete parameters, and we get that when 𝑠 = 2, 𝑓 (𝑠)
is lower than the case that equals to other values (4, 8, 16, 32) with
high probability. However, when 𝑠 = 2, the probability of “there is
an interruption of outdated element and it makes the query result
wrong” is also larger than other cases, which may bring very big
errors. So in practice, the relative error of 𝑠 = 2 and 𝑠 = 4 is almost
the same (𝑠 = 4 is slightly better when memory is large, and 𝑠 = 2
is slightly better when memory is small).

6 EXPERIMENTAL RESULTS
In this section, we provide experimental results of our Clock-sketch
so as to give practical proof for mathematical analysis in Section
5. All abbreviations of Clock-sketch applications and the state-of-
the-art are used in the evaluation, and their full name are shown in
Table 2.

Table 2: Abbreviations in experiments

Abbreviation Full name
BF+clock Clock-sketch for item batch activeness
BM+clock Clock-sketch for item batch cardinality
BF-ts+clock Clock-sketch for item batch time span
CM+clock Clock-sketch for item batch size

TBF Timing Bloom Filter
TOBF Time-Out Bloom Filter
TSV Timestamp Vector algorithm

SWAMP Sliding Window Approximate Measure-
ment Protocol

CVS Counter Vector Sketch

6.1 Experimental Setup
Implementation: We implement Clock-sketch and all other al-
gorithms in C++. The hash functions are implemented using the
32-bit Bob Hash (obtained from the open-source website [1]) with
different initial seeds.
Datasets: We use three datasets and carry out experiments on the
above mentioned algorithms. These datasets are all data streams
that feature in item batch pattern.
1) CAIDA is a public traffic dataset released by CAIDA [2]. Each
trace collected from the dataset contains approximately 30M items
and 600K distinct items (srcIP). CAIDA features in item batch pat-
tern of flow transmission.



2) Criteo Dataset contains feature values and conversion feedback
for clicked display ads sampled over a two-month period.[3]. Every
ad is associated with a timestamp and 9 categorical terms hashed
for anonymity, for a total of 150K unique hashed categorical terms.
Criteo features in item batch patterns of user behavior.
3) Network Dataset contains users’ posting history on the stack
exchange website [4]. Each item has three values u,v,t, which means
user u answered user v’s question at time 𝑡 . We use𝑢 as ID. Network
also features in item batch pattern of user behavior.
We carry out count-based experiment on CAIDA, Criteo and Net-
work datasets to prove the mathematical analysis in Section 5. For
generality, we carry out time-based experiment on CAIDA which
demonstrates similar experimental results. Due to space limitations,
we display graphs of four experiments on item batch membership
measurement, and give CAIDA (count-based) as a representative
for the other three tasks.
Computation Platform: We conduct the experiments on a ma-
chine with two 6-core processors (12 threads, Intel Core i7 8700K
CPU @4.8 GHz) and 64 GB DRAM memory @3600MHz. Each pro-
cessor has three levels of cache memory: one 32KB L1 data caches
and one 32KB L1 instruction cache for each core, one 256KB L2
cache for each core, and one 15MB L3 cache shared by all cores.
Metrics:
1)False Positive Rate (FPR): 𝑛

𝑚 , where 𝑚 denotes the number
of queried inactive item batches, and 𝑛 denotes the number of
queries that returns positive. We use FPR to evaluate the accuracy
of BF+clock. Because we use inactive item batches to perform query,
there will only be false positives but no true positives.

2)Relative Error (RE): |𝑓 −𝑓 |
𝑓

, where 𝑓 denotes the true value of

the measurement results and 𝑓 denotes the estimated measurement
result of 𝑓 . We use RE to evaluate the accuracy of BM+clock and
BF-ts+clock. For BM+clock, 𝑓 is the number of distinct and active
item batches. For BF-ts+clock, 𝑓 is the number of item batches
whose time span is accurately measured. RE is a suitable metric for
BF-ts+clock because the algorithm either gives an accurate answer
or a high valuation.
3) Average Relative Error (ARE): 1

|Ψ |
∑
𝑒𝑖 ∈Ψ |𝑓𝑖 − 𝑓𝑖 |/𝑓𝑖 , where 𝑓𝑖

is the real frequency of item 𝑒𝑖 , 𝑓̂𝑖 is its estimated frequency, and Ψ
is the query set. We use ARE to evaluate the accuracy of CM+clock
by querying each active item batch once.
4) Throughput: Million operations (insertions or queries) per sec-
ond (Mops). In comparing Clock-sketch with the state-of-the-art,
we only test time consumed to insert into each sketch cell because
the clock cell traversal can be performed by another thread in prac-
tice. Further, we study the relation between clock cell’s size and
throughput. In this case, we include the clock traversal time to dis-
play the effect. Experiments are repeated 10 times and the average
throughput is reported.
Multithread throughput: Using two threads to perform the inser-
tion and cleaning process will cause overhead in synchronization,
which lowers throughput. To raise throughput, we use two meth-
ods: 1) Cancelling the synchronization between the insertion thread
and the cleaning thread: Cancelling data synchronization between
the insertion thread and the cleaning thread only affects a few cells,
which are very likely to be cleaned in the following time. Therefore,

cancelling synchronization will barely affect accuracy. 2) Using
SIMD acceleration: Because the cleaning thread performs identical
operation on an array of cells, this process can be accelerated using
SIMD.

6.2 Item Batch Activeness
Optimal Clock Cell Size (Figure 5). We show the performance
of BF+clock with different clock size 𝑠 under the same memory
and window size constraint. We pick the optimal number of hash
functions 𝑘 according to the given clock size 𝑠 . Experiment results
show that picking 𝑠 = 2 always leads to the lowest FPR, which
confirmed the results in Section 5.1.
Accuracy evaluation (Figure 6). We compare BF+clock with the
state-of-the-art, namely TBF, TOBF, SWAMP. For BF+clock, we
set 𝑠 = 2 and optimal hash function number according to 5.1. We
use the recommended parameter for algorithms for comparison.
Respectively, we set 18 bits for each counter and 8 hash functions of
TBF [37]. For TOBF [22], we use the 64-bit timestamp. For SWAMP,
we use its ISMEMBER estimator [7]. All data points that are not
shown in these graphs denote zero FPR according to our estimation.
Results show when the window size is 216, and the memory is
limited from 8 KB to 512 KB, our algorithm is better than the state-
of-the-art for the different datasets, especially when memory is
small. The FPR is two orders of magnitude lower than the other
algorithms when the memory is less than 64 KB. Moreover, the
ideal curve denotes estimating item batch activeness by artificially
eliminating the error window, i.e., only items from 𝑡𝑐𝑢𝑟 − T to 𝑡𝑐𝑢𝑟
into a Bloom filter and query activeness. Experimental results from
all datasets demonstrates that our clock-sketch algorithm, BF+clock,
is the best approach to the ideal curve.
Stability evaluation (Figure 7). We show that the BF+clock gives
a comparable FPR when being queried at different times. This indi-
cates that BF+clock is suitable for enduring operation.
Evaluation on window size (Figure 8). We give a FPR trend
under different window sizes and memory restrictions. On all four
datasets used, BF+clock displays a diminishing FPR when the win-
dow size shrinks or memory expands.
Throughput evaluation (Figure 12). We use a memory of 8𝐾𝐵
and a window size of 4096 for Bf+clock. It reaches a throughput at
about 20 Mops in both insertion and query, which is already high
enough and doesn’t need SIMD acceleration. This throughput rate
rivals all state-of-the-art.
Evaluation on cache policies (Figure 8). We compare BF+clock
with a typical cache policy, namely LFU (Least Frequently Used),
under different cache sizes. For each cache miss, BF+clock chooses
the next vacant cell or inactive cell to store the new item. We
choose the window size of BF+clock as twice the size of cache,
because we want to let the cache store all the active items in the
time window and there are duplicate items in the time window. In
real applications, the size of BF+clock is small compared to cache
storage and can be neglected. Experimental results show that our
BF+clock algorithm generally has a higher hit rate than LFU. When
the cache size is limited, BF+clock performs notably better.
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Figure 5: Optimal clock cell size for BF+clock under fixed memory. When using BF+clock to measure item batch activeness,
the optimal clock size is always 2 under different memory constraints. Under fixed memory, as the clock cell size grows, the
number of clock cells decreases, which increases the possibility of hash collisions, further increasing FPR. Figure 5a shows
the relationship among clock cell size, the number of clock cells, and FPR when memory is 128KB.
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Figure 6: Accuracy evaluation of item batch activeness
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Figure 7: Stability evaluation of BF+clock

2 4 2 5 2 6 2 71 0 - 6

1 0 - 4

1 0 - 2

1 0 0

FP
R

M e m o r y  ( K B )

 T = 1 < < 1 5   T = 1 < < 1 6  
 T = 1 < < 1 7  

(a) CAIDA(count-based)

2 4 2 5 2 6 2 71 0 - 6

1 0 - 4

1 0 - 2

1 0 0

FP
R

M e m o r y  ( K B )

 T = 1 < < 1 5   T = 1 < < 1 6  
 T = 1 < < 1 7  

(b) Criteo(count-based)

2 4 2 5 2 6 2 71 0 - 6

1 0 - 4

1 0 - 2

1 0 0

FP
R

M e m o r y  ( K B )

 T = 1 < < 1 5   T = 1 < < 1 6  
 T = 1 < < 1 7  

(c) Network(count-based)

2 4 2 5 2 6 2 71 0 - 6

1 0 - 4

1 0 - 2

1 0 0

FP
R

M e m o r y  ( K B )

 T = 1 < < 1 5   T = 1 < < 1 6  
 T = 1 < < 1 7  

(d) CAIDA(time-based)

Figure 8: Window size evaluation of BF+clock

6.3 Item Batch Cardinality
Optimal Clock Cell Size (Figure 9a). We show the optimal clock
size 𝑠 under different constraints when using CAIDA and count-
based time. We give an error bound of 𝑅𝐸 (𝑠), 1

2𝑠−2 +
√

8𝑠
𝑀
𝑙𝑛( 2

𝛿
).

Given memory 𝑀 = 128𝐾𝐵, window size𝑊 = 16384 and 𝛿 = 0.8,

theoretical optimal clock size is 𝑠 = 8 (5.2), which corresponds to
the experimental results.
Accuracy evaluation (Figure 9b). We compare BM+clock with
the state-of-the-art, namely TSV, CVS, SWAMP. We choose optimal
𝑘 and 𝑠 for BM+clock and recommended parameter for algorithms
for comparison. Specifically, we use 64-bit timestamp for TSV, the
maximum value of counter as 10 for CVS and use DISTINCTMLE
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Figure 9: Evaluation of item batch cardinality
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Figure 10: Evaluation of item batch time span
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Figure 11: Evaluation of item batch size
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Figure 13: Hit rate comparison on cache size

estimator for SWAMP. Results show that our bitmap algorithm
generally performs better than the state-of-the-art when the whin-
dow size is 212, and the memory varies from 2 KB to 32 KB. When
the memory is less than 32 KB, the RE of our algorithm is more
than two orders of magnitude lower than TSV and SWAMP.Our
algorithm is also a little better than the CVS in almost all cases.
Stability evaluation (Figure 9c). We show the BM+clock’s RE
fluctuation with time. When cardinality changes as time passes,
measurement error follows. Generally, RE is beneath 0.08 when
memory𝑀 = 4 KB and window size𝑊 = 212.
Evaluation on window size: Figure 9d gives a RE trend with
different window size. On the Caida dataset, when the memory is
larger than 4 KB, the case of window size T = 214 is better than
the case of window size T = 212 or T = 210.
Throughput evaluation. In throughput comparison with the
state-of-the-art, we use a memory of 8𝐾𝐵 and a window size of 8192.
The insertion throughput for BM+clock, CVS, TSV and SWAMP
are 8.20, 4.97, 13.1, 11.3 Mops respectively.



Table 3: Evaluation on Throughput

Algorithm Clock Throughput Throughput Throughput Accuracy Accuracy
cell size (single thread) (multi-thread) (multi-thread & SIMD) (single thread) (multi-thread)

BF+clock 2 17.7227 Mops - - - -
BM+clock 8 1.14506 Mops 1.12482 Mops 8.2028 Mops RE=0.001853 RE=0.00188
CM+clock 8 0.245895 Mops 0.250286 Mops 2.3119 Mops ARE=0.000327 ARE=0.004392
BF-ts+clock 8 1.10144 Mops 1.08607 Mops 6.52566 Mops FPR=0.000257 FPR=0.000253

6.4 Item Batch Time Span
Optimal Clock Cell Size (Figure 10a). We show the optimal
clock size is 8 when the window size is 4096 and the memory is
128𝐾𝐵. The default counter size is 16. This result corresponds to
the optimal mathematical value of 𝐹 (𝑠) in Section 5.3.
Accuracy evaluation (Figure 10b). As no algorithm is specially
designed for item batch time-span measurement, here we give a
naive solutionwithout using clock framework.We substitute each
clock in BF-ts+clock with a 64-bit timestamp 𝑡𝑙 which records the
last time that this counter is visited. The sketch cells store 𝑡𝑠𝑟 , the
start time of item batches. For insertion of item 𝑎, it picks 𝑘 hash
positions and compares 𝑡𝑐𝑢𝑟 and 𝑡𝑙 . If the gap between 𝑡𝑐𝑢𝑟 and 𝑡𝑙
exceeds T , we change both 𝑡𝑠𝑟 and 𝑡𝑙 to 𝑡𝑐𝑢𝑟 . Otherwise, we only
change 𝑡𝑙 to 𝑡𝑐𝑢𝑟 . For query, we pick the 𝑘 hash positions and choose
the earliest 𝑡𝑙 , denoted as 𝑡𝑓 . For any active item batch, the gap
between 𝑡𝑓 and 𝑡𝑐𝑢𝑟 must be smaller than T . The algorithm returns
the latest 𝑡𝑠𝑟 timestamp whose corresponding 𝑡𝑙 = 𝑡𝑓 . Apparently,
this naive solution either gives a correct answer or gives an overes-
timation of the time span of 𝐵𝑎 , which is the same as BF-ts+clock.
Figure 10b shows the experimental result of BF-ts+clock versus the
naive solution. Results show that the optimal clock size is 8 when
using 128KB memory. Also, when memory increases, the optimal
clock size increases, which proves the effect of clock framework.
Stability evaluation (Figure 10c). We demonstrate the stability
of BF+clock over time.
Evaluation on window size (Figure 10d). We give a similar
trend of FPR as the former tasks.
Throughput evaluation. We use a memory of 128𝐾𝐵 and a win-
dow size of 4096, and set the clock cell size to 8. The insertion
throughput and query throughput of CM+clock are 1.10144 Mops
and 21.501, respectively.

6.5 Item Batch Size
Optimal Clock Cell Size (Figure 11a). We show that when the
window size is 214, the optimal clock size is 3 or 4 when the memory
is 16𝐾𝐵 to 32𝐾𝐵 and the optimal clock size is 8 when the memory
increase to 64𝐾𝐵. Both results correspond to the optimal value
given in 5.4.
Accuracy evaluation (Figure 11b). As no algorithm is specially
designed for item batch size measurement, here we give a naive
solution without using clock framework. Similar to the naive solu-
tion proposed in Section 6.4, we substitute each clock in CM+clock
with a 64-bit timestamp 𝑡𝑙 which records the last time that this
counter is visited. For insertion of item 𝑎, it picks 𝑘 hashed loca-
tions and compare 𝑡𝑐𝑢𝑟 and 𝑡𝑙 . If the gap between 𝑡𝑐𝑢𝑟 and 𝑡𝑙 exceeds
T , we reset the counter to 0 and set 𝑡𝑙 to 𝑡𝑐𝑢𝑟 . Otherwise, we only
increment the counter by 1. For query, we pick the smallest counter

among all 𝑘 hashed locations. Figure 11b shows the experimental
result of CM+clock versus the naive solution. Results show when
the memory is less than 256𝐾𝐵, the CM (ours) is always better than
the CM (naive), which proves the effect of clock framework.
Stability evaluation (Figure 11c). We show the CM sketch gives
a comparable ARE when being queried at different times. This
indicates that CM sketch is suitable for enduring operation.
Evaluation on window size (Figure 11d). We give a trend of
ARE in different window sizes. It shows that when clock 𝑠 = 2,
the ARE increases as the window size increases from𝑊 = 210 to
𝑊 = 214. And as the memory used increases from 32 KB to 512 KB,
the difference decreases.
Throughput evaluation. We use a memory of 512𝐾𝐵 and a win-
dow size of 16384, and set the clock cell size to 8. The insertion
throughput and query throughput of CM+clock are 0.245895 Mops
and 14.3706 respectively.

7 CONCLUSION AND FUTUREWORK
We are the first to measure item batch, a useful pattern in common
data streams. We introduce CLOCK into item batch measurement
and propose Clock-sketch in this paper. The key idea is preserving
information of all active item batches in the data structure and
clean information of inactive item batches as much as possible.
We perform extensive experiments on real world datasets with
batch pattern. Results show that our Clock-sketch can achieve high
accuracy and high speed with small memory restriction. All related
source codes are anomalously released at Github [5].

In this paper, we discuss item batch composed of identical items,
i.e., items with the same ID in a data stream. Other real world appli-
cations may require different definitions of item batch: 1) Item batch
composed of similar items rather than identical items. For example,
when processing a stream of purchase records, beef and steak are
similar items while soap and milk are not. 2) The threshold T for
two different item batches 𝐵𝑎 and 𝐵𝑏 may differ and an algorithm
should learn the proper thresholds for different item batches. Be-
sides, item batch measurement is also useful in distributed systems.
Combining Flink framework can help save synchronization cost in
distributed measurement. These are promising directions that will
further lead the study of item batch.
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